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AbstractðBrain-computer interface (BCI) is a fast-growing 

emergent technology, in which researchers aim to build a 

direct channel between the human brain and the 

computer.The device was designed to help those who 

have lost control on their limbs, or other bodily 

functions, such as patients with amyotrophic lateral 

sclerosis (ALS) or spinal cord injury A Brain Computer 

Interface (BCI) is a collaboration in which a brain accepts 

and controls a mechanical device as a natural part of its 

representation of the body. Computer-brain interfaces are 

designed to restore sensory function, transmit sensory 

information to the brain, or stimulate the brain through 

artiýcially generated electrical signals.A brain-computer 

interface is a new communication link between a functioning 

human brain and the outside world. BCI uses brain activity to 

command, control, actuate and communicate with the world 

directly through brain integration with peripheral devices and 

systems. The signals from the brain are taken to the computer 

via the implants for data entry without any direct brain 

intervention. BCI transforms mental decisions and/or 

reactions into control signals by analysing the bioelectrical 

brain activity.  
 

KeywordsðBCI, Bioelectrical Brain activity , ALS. 

I. INTRODUCTION 

Brain Gate is a brain implant system developed by the bio-

tech company Cyberkinetics in 2003 in conjunction with 

the Department of Neuroscience at Brown University. The 

device was designed to help those who have lost control on 

their limbs, or other bodily functions, such as patients with 

amyotrophic lateral sclerosis (ALS) or spinal cord 

injury.The possibility of establishing a direct 

communication and control channel between the human 

brain and computers or robots has been a topic of scientific 

speculation and even science fiction for many years. Over 

the past twenty years, this idea has been brought to fruition 

by numerous research and development programs, and has 

evolved into one of the fastest-growing areas of scientific 

research. This technology, called brain-computer interface 

(BCI) technology, provides a new output channel for brain 

signals to communicate or control external devices without 

using the normal output pathways of peripheral nerves and 
muscles. A BCI recognizes the intent of the user through 

the electrophysiological or other signals of the brain. 

Electrophysiological signals may be recorded over the 

scalp, underneath the scalp, or within the brain; other types 

of physiological signals may be recorded by magnetic 

sensors or other means. In real time, a brain signal is 
translated into output commands that accomplish the desire 

of the user. The most common example of use of such 

technology is the direct control of a computer cursor by a 

person or animal using a BCI based on electrophysiological 

signals. 

A BCI allows a person to communicate with or control the 

external world without using conventional neuromuscular 

pathways. That is, messages and control commands are 

delivered not by muscular contractions but rather by brain 

signals themselves. This BCI feature brings hope to 

individuals who are suffering from the most severe motor 
disabilities, including people with amyotrophic lateral 

sclerosis (ALS), spinal cord injury, stroke, and other 

serious neuromuscular diseases or injuries. BCI technology 

holds promise to be particularly helpful to people who are 

ñlocked-in,ò cognitively intact but without useful muscle 

function. Restoration of basic communication capabilities 

for these people would significantly improve their quality 

of life as well as that of their caregivers, increase 

independence, reduce social isolation, and potentially 

reduce cost of care. 

BCI research has undergone an explosive growth in recent 

years. At present, there are over 400 groups worldwide 
engaging in a wide spectrum of research and development 

programs, using a variety of brain signals, signal features, 

and analysis and translational algorithms. In this review, 

we discuss the current status and future prospects of BCI 

technology and its clinical applications.  

II. METHODOLOGY 

A. The Human Brain 

All of it happens in the brain. The brain is undoubtly the 

most complex organ found among the carbon-based life 

forms. So complex it is that we have only vague 

information about how it works. The average human brain 

weights around 1400 grams. The most relevant part of 

brain concerning BCIôs is the cerebral cortex. The cerebral 

cortex can be divided into two hemispheres. The 

hemispheres are connected with each other via corpus 

callosum. Each hemisphere can be divided into four lobes. 

They are called frontal, parietal, occipital and temporal 

lobes.  

Cerebral cortex is responsible for many higher order 

functions like problem solving, language comprehension 
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and processing of complex visual information. The cerebral 

cortex can be divided into several areas, which are 

responsible of different functions. This kind of knowledge 
has been used when with BCIôs based on the pattern 

recognition approach. The mental tasks are chosen in such 

a way that they activate different parts of the cerebral 

cortex. 

 

Cortical Area  Function  

Auditory Association Area  Processing of auditory 

information  

Auditory Cortex  Detection of sound quality 

(loudness, tone)  

Speech Center (Brocaôs 

area)  

Speech production and 

articulation  

Prefrontal Cortex  Problem solving, emotion, 

complex thought  

Motor Association Cortex  Coordination of complex 

movement  

Primary Motor Cortex  Initiation of voluntary 

movement  

Primary Somatosensory 
Cortex  

Receives tactile information 
from the body  

Sensory Association Area  Processing of multisensory 

information  

Visual Association Area  Complex processing of visual 

information  

Wernickeôs Area  Language comprehension  

 
Table1: Cortical areas of the Brain and their function 

A. Main Principle 

Main principle behind this interface is the bioelectrical 
activity of nerves and muscles. It is now well established 

that the human body, which is composed of living tissues, 

can be considered as a power station generating multiple 

electrical signals with two internal sources, namely muscles 

and nerves. We know that brain is the most important part 

of human body. It controls all the emotions and functions 

of the human body. The brain is composed of millions of 

neurons. These neurons work together in complex logic 

and produce thought and signals that control our bodies. 

When the neuron fires, or activates, there is a voltage 

change across the cell, (~100mv) which can be read 

through a variety of devices. When we want to make a 

voluntary action, the command generates from the frontal 
lobe. Signals are generated on the surface of the brain. 

These electric signals are different in magnitude and 

frequency. By monitoring and analysing these signals we 

can understand the working of brain. When we imagine 

ourselves doing something, small signals generate from 

different areas of the brain. These signals are not 

largeenough to travel down the spine and cause actual 

movement. These small signals are, however, measurable. 

A neuron depolarizes to generate an impulse; this action 

causes small changes in the electric field around the 

neuron. These changes are measured as 0 (no impulse) or 1 
(impulse generated) by the electrodes. We can control the 

brain functions by artificially producing these signals and 

sending them to respective parts. This is through 

stimulation of that part of the brain, which is responsible 

for a particular function using implanted electrodes. 

B. Electroencephalography 

Electroencephalography (EEG) is a method used in 
measuring the electrical activity of the brain. The brain 

generates rhythmical potentials which originate in the 

individual neurons of the brain. These potentials get 

summated as millions of cell discharge synchronously and 

appear as a surface waveform, the recording of which is 

known as the electroencephalogram. 

 The neurons, like other cells of the body, are electrically 

polarized at rest. The interior of the neuron is at a potential 

of about ï70mV relative to the exterior. When a neuron is 

exposed to a stimulus above a certain threshold, a nerve 
impulse, seen as a change in membrane potential, is 

generated which spreads in the cell resulting in the 

depolarization of the cell. Shortly afterwards, repolarization 

occurs. 

The EEG signal can be picked up with electrodes either 

from scalp or directly from the cerebral cortex. As the 

neurons in our brain communicate with each other by firing 

electrical impulses, this creates an electric field which 

travels though the cortex, the dura, the skull and the scalp. 

The EEG is measured from the surface of the scalp by 

measuring potential difference between the actual 

measuring electrode and a reference electrode. The peak-
to-peak amplitude of the waves that can be picked up from 

the scalp is normally 100 µV or less while that on the 

exposed brain, is about 1mV. The frequency varies greatly 

with different behavioural states. The normal EEG 

frequency content ranges from 0.5 to 50 Hz. 

Frequency information is particularly significant since the 

basic frequency of the EEG range is classified into five 

bands for purposes of EEG analysis. These bands are called 

brain rhythms and are named after Greek letters. 
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Five brain rhythms are displayed in Table.2. Most of the 

brain research is concentrated in these channels and 

especially alpha and beta bands are important for BCI 
research.  

 

 

 

 

 

 

 

 

 

 

Table.2.Common EEG frequency ranges 

The alpha rhythm is one of the principal components of 

the EEG and is an indicator of the state of alertness of 
the brain. 

 

Figure (a): Examples of alpha, beta, theta and delta rhythms 

 

C. BCI  Approaches 

What are the thoughts the user thinks in order to control a 

BCI? An ideal BCI could detect the userôs wishes and 
commands directly. However, this is not possible with 

todayôs technology. Therefore, BCI researches have used 

the knowledge they have had of the human brain and the 

EEG in order to design a BCI. There are basically two 

different approaches that have been used. The first one 

called a pattern recognition approach is based on cognitive 

mental tasks. The second one called an operant 

conditioning approach is based on the self-regulation of the 

EEG response.  

In the first approach the subject concentrates on a few 

mental tasks. Concentration on these mental tasks produces 

different EEG patterns. The BCI can then be trained to 
classify these patterns. In the second approach the user has 

to learn to self-regulate his or her EEG response, for 

example change the beta rhythm amplitude. Unlike in the 

pattern recognition approach, the BCI itself is not trained 

but it looks for particular changes (for example higher 

amplitude of a certain frequency) in the EEG signal. This 

requires usually a long training period, because the entire 

training load is on the user. 

 

III.  BLOCK DIAGRAM 

 

 

Figure (b): General Approach of BCI 

Any BCI, regardless of its recording methods 

or applications, consists of four essential 

elements, as described by Wolpaw:  

1.  Signal acquisition 

2. Feature extraction  

3. Feature translations 

4. Device output 

1 .Signal Acquisition 

Signal acquisition is the measurement of the 

neurophysiologic state of the brain. In BCI operation, the 

recording interface (i.e., electrodes, for 

electrophysiological BCI systems) tracks neural 

information reflecting a person's intent embedded in the 

on-going brain activity. As discussed in the last section, the 

most common electrophysiological signals employed for 

BCI systems include: EEG recorded by electrodes on the 

scalp; ECoG recorded by electrodes placed beneath the 

skull and over the cortical surface; and local field potentials 

(LFPs) and neuronal action potentials (spikes) recorded by 
microelectrodes within brain tissue. The brain electrical 

Band Frequency [Hz] 

Delta 0.5- 4 

Theta 4- 8 

Alpha 8- 13 

Beta 13- 22 

Gamma 22-30 

http://www.ijettjournal.org/


National Conference on Engineering Trends in Medical Science ï NCETMS - 2014 

 

ISSN: 2231-5381                           http://www.ijettjournal.org Page 4 
  

signals used for BCI operation are acquired by the 

electrodes, amplified, and digitized. 

2. Feature Extractions 

The signal-processing stage of BCI operation occurs in two 

steps. The first step, feature extraction, extracts signal 

features that encode the intent of user. In order to have 

effective BCI operation, the electrophysiological features 

extracted should have strong correlations with the user's 

intent. The signal features extracted can be in the time-

domain or the frequency-domain. The most common signal 

features used in current BCI systems include: amplitudes or 

latencies of event-evoked potentials (e.g., P300), frequency 

power spectra (e.g., sensorimotor rhythms), or firing rates 

of individual cortical neurons. An algorithm filters the 
digitized data and extracts the features that will be used to 

control the BCI. In this step, confounding artefacts (such as 

60-Hz noise or EMG activity) are removed to ensure 

accurate measurement of the brain signal features. 

3. Feature Translations 

The second step of signal processing is accomplished by 

the translation algorithm, which converts the extracted 

signal features into device commands. Brain 

electrophysiological features or parameters are translated 

into commands that will produce output such as letter 

selection, cursor movement, control of a robot arm, or 

operation of another assistive device. A translation 
algorithm must be dynamic to accommodate and adapt to 

the continuing changes of the signal features and to ensure 

that the possible range of the specific signal features from 

the user covers the full range of device control. 

4. Device Output 

The signal features thus extracted and translated provide 

the output to operate an external device. The output might 

be used to operate a spelling program on a computer screen 

through letter selection, to move a cursor on a computer 

screen], to drive a wheelchair or other assistive devices to 

manipulate a robotic arm, or even to control movement of a 
paralysed arm through a neuroprosthesis. At present, the 

most commonly used output device is the computer screen, 

and it is used for communication. 

IV. CONCLUSION 

  The Brain Computer Interface has proved to be boon to 

the disabled persons by providing them independent 
environment not by manual control but by mere ñthinkingò. 

Brain-computer interfaces and their potential applications 

engender great excitement. However, it must be stressed 

that in their present state, it remains to be seen how far, and 

in what direction, applications for BCIs will develop. Hope 

these systems will be effectively implemented for many 

Biomedical applications. 
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Abstractð Internet shopping, a strong alternative to 

traditional ñgo, see, touch and buyò shopping, has been one of 

the mostly used facilities of the Internet. Several online 

shopping systems serve internet users all around the world 

and enable people to get the products they need with a small 

effort. Internet shopping can be considered as ñsee and buyò 

retailing. While the ñseeò part is implemented by the expertise 

and imagination of web designers, different payment schemes 

have been devised for the ñbuyò part. The most used media 

are online credit card transaction systems. Several different 

methodologies have been developed for credit card 

transactions. However, research has shown that most of 

internet users do not fully trust credit card payment systems 

because of financial risks such as loss of money. Various 

approaches have been performed in order to gain the 

consumersô trust in credit card transactions; but no  solution 

has been found to overcome the weaknesses in those systems. 

This paper proposes a new solution that combines biometric 

ID card with online credit card transactions. Since the 

implementation details such as the type and the matching 

algorithm of the biometrics data might vary between 

countries because of the project requirements and laws, the 

proposed system remains local for the each country that 

might adopt the solution. To elucidate the proposed system 

and provide a concrete example, we used Turkish e-ID pilot 

system as the identity verification module since it best fits the 

requirements of the framework. 

 

Keywordsðinternet shopping; e-ID; biometrics; credit  

card transaction; multi -factor authentication; 
 
 

I. INTRODUCTION 

Internet shopping is one of the most popular uses of the 
internet. As internet technology evolves, more advanced online 
systems are developed and uses of those systems increase 
dramatically. Everyday Internet users all around the globe browse 
merchant Web sites to buy products and services. Users browse 
the online stores and obtain their needs with minimum effort 

compared to traditional retailing systems. The difference occurs in 
the manner of payment; while using a POS device to perform a 
payment with their credit cards in offline retailing, consumers 
provide their personal data together with credit card details over 
the Internet in order to complete an online payment. However, 
most people do not volunteer giving such details because of 
financial risks. To calculate the percentages of customersô 
perceptions in different risks for internet shopping, S. M. Forsythe 
and B. Shi have analyzed a data set taken from Graphic, 

Visualization, and Usability (GVU) Centre from Georgia Institute 
of Technology. In the analysis of the public survey that has been 

performed with 5645 participants, 23% of the applicants have 
mentioned financial risk (i.e., risk regarding loss from online 
credit card usage) in internet shopping. Spoofing, phishing, 
intrusion, possible malicious changes to the data sent over wire, 
denial of services (DOS), overcharging the customers are 
financial risks that discourage internet users from performing 

online shopping using their credit cards. Several methods have 
been devised to overcome the financial theft possibilities and gain 
the costumersô trust back. However, no definite solution has been 
devised to completely overcome the mentioned risks and promise 
an entirely safe and theft proof shopping environment for internet 
users. Using the capabilities of biometric ID card, this framework 
proposes a safer shopping environment for both consumer and the 
merchant, which sells products and service over the web. Since 

the e-ID system provides a ready to use security and identification 
infrastructure, the banks and the merchants need to spend less 
effort in integrating the framework then implementing security 
mechanisms themselves. Though being a local solution because of 
the specific e-ID implementation, the framework both provides 
identity verification for the consumers via multi factor 
authentication and verifies the merchantsô institutional info to 
ensure a safe path of payment from the consumersô bank accounts 
to the merchantsô bank accounts. The deficiency of the E-

Commerce transactions has enforced people to research new 
methodologies. One of such methodologies is Visaôs ñVerified by 
Visaò program, which has been then adopted by MasterCard as 
ñMasterCard SecureCodeò and by JCB International as 
ñJ/Secureò. This program introduces a password protection 
mechanism to online credit card transactions. 

            The approach is based on a protocol called 3D Secure. In 
this protocol, the credit card issuer bank approves the fund 
transfer after authenticating the cardholder via a previously 
defined password for which the user is prompted during an online 
credit card transaction. However, being an easy to use system 
especially for the users, the strength the protocol offers by 
password approach has also become the weakness because of 

phishing and key loggers. The side effect to the user is keeping 
the password secret. 
 
II.AUTHENTICATION AND AUTHERIZATION 

Authentication 
              Authentication is verification of the identity of the entity 
requesting access to a system. It is the process of determining 
whether someone or something is, in fact, who or what it is 

declared to be. In private and public computer networks 
(including the Internet), authentication is commonly done through 
the use of logon passwords. Knowledge of the password is 
assumed to guarantee that the user is authentic. Each user 
registers initially (or is registered by someone else), using an 
assigned or self-declared password. On each subsequent use, the 
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user must know and use the previously declared password. The 
weakness in this system for transactions that are significant (such 
as the exchange of money) is that passwords can often be stolen, 
accidentally revealed, or forgotten. 
              For this reason, Internet business and many other 
transactions require a more stringent authentication process. The 
use of digital certificates issued and verified by a Certificate 

Authority (CA) as part of a public key infrastructure is considered 
likely to become the standard way to perform authentication on 
the Internet. Logically, authentication precedes authorization 
(although they may often seem to be combined) 

 
Figure 1: Process of authentication 

  Authorization 
               Authorization is the process of giving someone 
permission to do or have something. In multi-user computer 

systems, a system administrator defines for the system which 
users are allowed access to the system and what privileges of use 
(such as access to which file directories, hours of access, amount 
of allocated storage space, and so forth). Assuming that someone 
has logged in to a computer operating system or application, the 
system or application may want to identify what resources the 
user can be given during this session. Thus, authorization is 
sometimes seen as both the preliminary setting up of permissions 

by a system administrator and the actual checking of the 
permission values that have been set up when a user is getting 
access. Logically, authorization is preceded by authentication. 
 
III.TYPES OF BIOMETRIC AND OTHER TYPE OF 
AUTHENTICATION 

Types of biometric authentication 

ü Fingerprint recognition  ï Fingerprint is the most widely 
used form of authentication    where the pattern of a userôs 
fingerprint is used. It can be deployed in a broad range of 
environments and provides flexibility and increased 

system accuracy by allowing users to enroll multiple 
fingers in the template system. 

ü Facial recognition - It uses data related to the unique 
facial features of a user. It involves analyzing facial 
characteristics. It is a unique biometric in that it does not 

require the cooperation of the scanned individual; it can 
utilize almost any high-resolution image acquisition 
device such as a still or motion camera. 

ü Voice pattern - This form of authentication uses the 
unique pattern of a userôs voice. It relies on voice-to-print 

technologies, not voice recognition. In this process, a 
personôs voice is transformed into text and compared to 
an original template. Although this is fairly easy 
technology to implement because many computers 
already have built-in microphones, the enrollment 
procedure is more complicated than other biometrics, and 
background noise can interfere with the scanning, which 

can be frustrating to the user. 
ü Handwritten  Signature - Signature verification analysis 

the way a person signs their name, such as speed and 
pressure, as well as the final static shape of the signature 
itself. 

ü Retina recognition - It is a method of biometric 
authentication that uses data related to unique 
characteristics associated with the pattern of blood vessels 

located at the back of an individualôs eyes.This 
technology is personally invasive and requires skilled 
operators. It results in retina codes of 96 bytes when used 
for authentication to some Kbytes in the case of 
identification. Facial recognition techniques exploit 
characteristics such as relative eyes, nose and mouth 
positioning, and the distances between them. 

ü Iris recognition  - A form of authentication that uses data 
linked to features associated with the colored part of the 
eye of a user. It involves analyzing the patterns of the 
colored part of the eye surrounding the pupil. It uses a 
fairly normal camera and does not require close contact 
between the eye and the scanner. Glasses can be worn 
during an iris scan, unlike a retinal scan. 

 

Figure 2: Biometric authentication 

IV. E-ID SYSTEM 
 
           An identity document(also called a piece of 
identificationor ID) is any document which may be used to verify 
aspectsof a person's personal identity. If issued in the form of 

asmall, mostly standard-sized card, it is usually called an identity 
card (IC). In some countries the possession of agovernment-

http://www.ijettjournal.org/


National Conference on Engineering Trends in Medical Science ï NCETMS - 2014 

 

ISSN: 2231-5381                                                     http://www.ijettjournal.org Page 7 

 

 

produced identity card is compulsory while inothers it may be 
voluntary. In countries which do not haveformal identity 
documents, informal ones may in some circumstances be 
required. 
The EID System is actually three separate services: 

Á Identity Management Service ï Provides for the 
creation and management of identity accounts 

(commonly called E-ID accounts) for the entire 
university community. 

Á Authentication Service ï Provides an EID credential 
(e.g., password) verification service and supports login 
session management for web-based campus services. 

Á Directory Service ï Provides "lookup" services for 
EID identifiers, affiliations, and other information of 
interest across campus. 

 

 Turkish e-id system 

           Turkish e-ID system is a pilot project that has been started 
in 2006 by TUBITAK UEKAE and is still in development. The 
project development is planned to be finished in May 2010. There 
have been three pilot phases for e-ID card personalization and 
distribution. The first phase was performed in TUBITAK UEKAE 
in April 2008 and 100 ID cards were personalized and given to 
the employees as cardholders. The second pilot phase was carried 

out in Bolu (Turkey) in three months starting from August 2008 
and 13,000 ID cards were personalized and given to citizens. The 
final phase started in July 2009 and is planned to be finished in 
May 2010 as the last step of the project. In this final phase, nearly 
300,000 ID cards are planned to be personalized and handed over 
to the citizens. Health care was chosen to be the first application 
of the Turkish e-ID project. For that, 5 patientsô clinics in 1 state 
hospital, 95 pharmacies and 9 family doctors joined the project 

for using the ID card in medical treatments and evaluate the 
services offered by the system. Besides health care, there are also 
10 automation companies that are planning to integrate the pilot 
e-ID project into their identification infrastructure.  
 
            Turkish e-ID system, offers different identity verification 
schemes depending on the required authentication level. The most 
basic level is the visual identity verification scheme that someone 

(e.g., a police officer) matches the citizen photo that is printed or 
engraved on the card surface to the cardholder for identification 
by naked eye. In this scheme, the security level is very low and 
fraud possibility is high because of the human factor. The most 
secure and reliable scenario is an electronic authentication 
scenario that relies on the citizens smartcard, public data, PIN and 
biometric verification, in other words multi-factor authentication. 
Turkish e-ID system components enable this highest level of 

identity verification to be also used in remote authentication. 

 

  Turkish e-ID System Components 
         Turkish e-ID card is a smart card that operates AKIS 
national smart card operating system. The citizensô biometric data 
is stored into a special file element that requires symmetric 
authentication for read access. Symmetric authentication via 
External Authenticate and Internal Authenticate APDU 
commands is performed between the citizen ID card and another 

special smart card called Secure Access Module (SAM), which is 
embedded into the special Card Access Device (CAD) that is 
designed by TUBITAK UEKAE. SAM contains symmetric keys 
that are needed to verify a citizen card and asymmetric keys and 

certificates that are issued by governmental certificate authorities. 
CAD is a specialized card reader that is also capable of enrolling 
and verifying fingerprint and finger-vein data. 

 

 Remote Biometric Authentication in Turkish e-ID system 
 
           Having an embedded SAM card and biometric enrolment 

support, CAD is able to access the fingerprint or finger vein data 
of the citizen, verify the data locally and sign the biometric 
verification result so that the result can be verified at remote 
systems. The CAD requires userôs PIN input, performs data 
matching and creates a signed single use identity verification 
package (IVP). IVP contains timestamp, the biometric matching 
result, the citizenôs demographic data, arbitrary data field that 
might be used for signing external data and the SAMôs certificate. 

Since governmental certificate authorities issue the CAD 
certificates, any remote system will be sure that a higher authority 
approves the authentication result by validating the package via 
the official identity verification service (IVS), a web service 
provided in the e-ID system. The IVS marks the IVP as expired 
after validation in order to guarantee that it has been used only 
once. 
 

V.PROPOSED FRAMEWORK 
 

             Having a remote biometric authentication system 
available, we demonstrate online credit card transaction system 
prototype. The structure of the system is depicted in figure 2. We 
have grouped the system components into domains according to 
their roles and relations. The verification domain contains two 
components, the IVS and the issuing bank, which as the name 
implies issues the customerôs credit card and performs payment 
according to identity verification result. Acquiring domain 
represents the target of the payment. There are two components of 

this domain, 1) the merchant that sells products or service to the 
customer and 2) the acquiring bank, which provides the 
merchantôs account that the transfer will be made to. The 
customer domain stands for the user side of the system and has 
four components; 1) the customerôs computer, 2) biometric ID 
card, 3) CAD and 4) the customer. In this framework, we do not 
only aim the identification of the customer but also we verify the 
merchant and order data to ensure a proper fund transfer. To 

achieve this we use the arbitrary data field of IVP to store the 
order details package (ODP) which is created by the merchant. 
The ODP is a signed package that contains the merchantôs info 
and bank account details, order info and merchants public 
certificates. This approach protects both the customer and the 
merchant; because the IVP now contains both source and target 
accounts; and the certificates of sides ensure the integrity of IVP 
and ODP and protect the transaction from malicious attempts. 

Another approach is, using virtual credit card number in online 
payments. In this approach, a credit card holder is assigned a 
virtual credit card that shares the same account as the cardholderôs 
physical credit card. It can be used in online transactions as a 
traditional credit card until its expiry date. The virtual card has a 
card number, a CVC number, an expiry date and a flexible 
monetary limit that can be redefined by the user prior to a 
transaction and reset periodically. The advantage offered by a 

virtual credit card is that, even if the credit card number is stolen 
together with other details, it cannot be used until the user 
redefines a new temporary limit for a new transaction. Though 
decreased, the theft possibility occurs between the time span 
starting with a limit redefinition and ending with a transaction or 
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periodical reset. An alternative to virtual credit card, which can be 
used several times, is the ñSingle Use Card Numberò. In this 
approach, the card-issuing bank provides the user a single use 
card number, which expires after single use in a transaction. This 
approach limits fraud possibility; and defeats the key loggers 
because of single use. However, this approach forces the user to 
perform a purchase with this number as soon as possible, because 

keeping the number secure becomes a challenge for the user. 
Although being valuable and widely used approaches, the current 
solutions remain specific for each bank and customer pair. Either 
the users have to keep several passwords secret for each credit 
card they own and deal with worm and key-logger issues 
themselves or spend time keeping track of single use or virtual 
credit card numbers. A more user friendly and securer approach is 
needed in order to both keep users satisfied and make them feel 

safe when they attempt to make online purchases. The idea of 
using biometric ID card in online transactions comes into play at 
this point, because it offers several usage advantages and a more 
powerful and legitimate identity verification mechanism. 
 

 
            Figure 3: Overview of the framework 

VI.ADVANTAGES OF BIOMETRIC ID CARD IN CREDIT 

CARD TRANSACTION 
 
Biometric ID card provides multi-factor authentication (MFA), a 
security system in which multiple authenticators are used in order 
to increase the validity of identity verification. Some of those 
authenticators are passwords, tokens, keys, cards and biometrics.  

 
               Authentication factors for MFA are usually grouped into 

these three categories: 1) what you know (e.g., password), 2) what 
you have (e.g., token), and 3) who you are (e.g., biometric). 
Combination of these categories decreases the vulnerability that 
arises when each authenticator is used alone in an authentication 
scenario. In other words, hacking oneôs secret password is easier 
than hacking the password and fingerprint together. Thereby, 
multi-factor authentication provides a more reliable infrastructure 
than a traditional password authentication scheme.   
 

              Biometric ID card implements the three categories of 
MFA as follows. 1) ñWhat you knowò is the PIN of the e- ID 
card, 2) ñWhat you haveò is the smart card that is issued by the 
government to the citizen, and 3) ñWho you areò is the biometric 
data of the citizen saved securely in the smart card or a central 
database for biometric authentication and play the key role in 

identification. As being passwords that are physically bound to 
human and not needed to be memorized, biometrics provides 
more reliable identity verification (ñIs this person who he claims 
to be?ò). Consequently, if the used biometric verification system 
is powerful enough, it nearly becomes impossible to perform an 
online transaction without the customerôs knowledge, even if 
someone steals her card and PIN somehow. 

 
              Another advantage of biometric ID card is that the e-ID 
system provides an authentication scheme that is approved by the 
governmental authorities. This introduces a more legitimate and 
central identity verification framework, which can be utilized in 
different applications. Hence, various organizations such as health 
care institutions, banks, police officers might integrate this central 
authentication framework into their systems for specific identity 

verification needs. This makes the biometric ID card the central 
key and enables citizens to use the same card in every application 
via a card access device. Thereby, the citizen does not need to 
memorize several passwords or keep tokens for each account she 
has but the PIN number and the ID card. Using the central 
biometric identity verification framework, a bank will be able to 
verify the identity of the person who needs to perform a remote 
transaction (e.g., online purchase). This saves the banks from 
investing large amounts of money to research a powerful 

authentication mechanism and enables them spend less effort and 
financials by integrating an already tested and ready to use 
security infrastructure. 
 
              The proposed framework has been exemplified using 
Turkish e-ID System since the system and its components best fit 
the MFA requirements of the framework. Thereby, we introduce 
the Turkish e-ID system, which is an ongoing pilot project, and 

denote how the facilities it provides can be integrated into our 
framework. 

 
CONCLUSION 
 
Security in online payment systems has been a wide research area 
since the early days of the Internet and several approaches have 
been devised by various organizations. However, there has been 

no certain solution overcome the deficiencies in these systems 
completely. 
 
            Looking at the problem from a different mirror, we have 
introduced a solution based on the rapidly developing smart card 
based biometric ID systems and given a sample implementation 
on Turkish e-ID system. The sample implementation is explained 
with a successful purchase scenario. 

 
           The combination of biometric ID cards and online 
transaction might be used in countries that use biometric ID card 
with some modifications according the specific implementation 
details of their e-ID solutions. Although the solution is not global 
because of the e-ID system differences for each country, it 
provides high security and safety for both the customer and the 
merchant in local e-commerce systems. 
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Abstract -This paper gives the best neural network classifier for 

quality assessment of food product.We are using Back propogation 

network, multilayer perceptron &  Radial basis fuction for this 

perpose, And finally best network will be choosen for the quality 

Assessment. 
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1. INTRODUCTION 

Electronic noses (E-Nose) have been developed as systems for 

the automated detection and classification of odors, vapors, and 

gases. Electronic Nose is a smart instrument that is 
designed to detect and discriminate among complex 
odours using an array of sensors. The array of sensors 
consists of a number of broadly tuned (non-specific) 
sensors that are treated with a variety of odour sensitive 
biological or chemical materials. This instrument provides 
a rapid, simple and non-invasive sampling technique, for 
the detection and identification of a range of volatile 
compounds. The key function of an electronic nose is to 
mimic human olfactory system. The human nose is still 
consideration the primary tool employed in industry to 
characterize the odour of a variety of consumer products.  
E-Nose is a device that identifies the specific components of an 

odor and analyzes its chemical makeup to identify it [1].To 

humans, the sensation of flavor is due to three main 

chemoreceptor systems. These are gustation (sense of taste by 

tongue), olfaction (sense of smell by nose) and trigeminal (sense 

of irritation of trigeminal receptors). The sense of taste is used to 

detect certain non-volatile chemicals, which enter the mouth. 

The sense of smell is used to detect certain volatile compounds. 

Receptors for the trigeminal sense are located in the mucous 
membranes and in the skin. They respond to certain volatile 

chemicals and it is thought to be especially important in the 

detection of irritants and chemically reactive species. In the 

perception of flavor all three chemoreceptor systems are 

involved but olfaction plays by far the greatest role. 

The proposed research aims at design of near-optimal classifier 

using neural networks for quality analysis of food or dairy 

products using E-Nose. The data generated by E-Nose are non-
linear and overlapping in the feature space. This justifies the 

applicability of Nero-Soft Computing Approach for the input 

data classification in food or dairy product industry. The 

proposed research aims at the design of near-optimal classifier 

for quality analysis/ assessment of food or dairy products using 

E-Nose.   

1.1 Aims and Objectives: 

E-Nose is a new and promising technology which aimed 

to rapidly becoming a valuable tool for the organoleptic 

evaluation of food parameters related to taste and smell and 

could replace human sensory panels in quality control 
applications, wherethe objective, rapid and syntheticevaluation o

f the aroma of many specimens is required. An electronic nose 

is generally composed of a chemical sensing system (sensor 

array or spectrometer) and a pattern recognition system, such as, 

artificial neural network [2]. The proposed system aims at 

providing, real-time, knowledge of odor being produced by E-

Nose to assess   the quality of food or dairy products. 

E-Noseconsists of a sampling system (for a reproducible 

collection of the mixture), an array of sensors (which is the heart 

of the system), electronic circuitry and data analysis software 

[1].E-Nose using arrays of chemical sensors can be divided into 

three categories according to the type of sensitive material used: 
inorganic crystalline materials (e.g. semiconductors, as in MOS-

FET structures, and metal oxides); organic materials and 

polymers; biologically derived materials. Comparatively to 

classical techniques (e.g. the combination of gas 

chromatography and mass spectroscopy (GC-MS)), E-Nose are 

simpler and more accurate devices. They recognize a fingerprint 

that is global information, of the samples to be classified [3,4]. 
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An essential objective of this research work is to ensure that the 

technology would be robust, sufficiently sensitive, and able to 

identify and quantify odors from food or dairy products. An 

odour stimulus generates a characteristic fingerprint (or smell-

print) from the sensor array. Patterns, or finger-prints, from 

known odours are then used to construct a database and train a 
pattern recognition system so that unknown odours can 

subsequently be classified, i.e. identified. Thus E-Noses 

comprise of mechanical components to collect and transport 

odours to the sensor array as well as electronic circuitry to 

digitize and store the sensor responses for signal processing. 

Generally speaking, electronic noses are faster to respond, easier 

to use and relatively cheaper in comparison with conventional 

analytical techniques, such as gas chromatography/mass 

spectroscopy and flame ionization detection, so that they have 

wide applications in environmental monitoring [5, 6] , food and 

beverage industry , medical diagnosis [7], public security [8] , 

odour classification of grains [9] and others. 

Dealing with E-Nose signals is still crucial for artificial 

olfaction to reliably recognize various odors due to time 

variance of the signals. Aim of this research work is to develop 

Neural Network based Near-Optimal Classifier to assess the 

quality food or dairy product, such as, tea or basmati rice or 

milk using E-Nose. 

Existing method to check the quality of these products is done 

by Human Tester. For example tea quality/grade is decided on 

the basis of decision given by Tea Tester who is a human being. 

There is a lot of error, deviation in the measurement by human 

being. To avoid this optimum classifier system based on 
electronic nose using neural network could be designed which 

would more reliable and accurate [28, 29]. 

1.2 Scope and Limitation 

Using Electronic-nose we can sense a smell and with a 

technology called Digital scent technology it is possible to 

sense, transmit and receive smell through internet, like smelling 

a perfume online before buying them, sent scented E-cards 

through scent enabled websites, and to experience the burning 

smell of rubber in your favorite TV games etc. As a 

multidisciplinary research, most studies on electronic noses 

focused on the sensitivities of the chemical sensor array and the 
pattern recognition methods to process the signals obtained from 

the sensor array. With the development of functional material 

technology, signals can be obtained via various sensors, such as 

metal oxide semiconductor, optical, con-ducting polymer (CP), 

quartz crystal microbalance and surface acoustic wave  sensors 

[10] . Some pattern recognition methods have been introduced 

into electronic noses [11, 12]. Neural networks are usually 

considered to be one of the most promising methods to solve 

this complex and non-linear problem, because they can cope 

with nonlinear problems and handle noise or drift better than 

conventional statistical approaches. So many neural networks to 

process signals from sensor arrays are reported, such as back 

propagation trained neural network [13] , radial basis function 

neural network, probabilistic neural network , self-organizing 

network. 

There are few disadvantages to the E-Nose technology which 
includes the price. The cost of an E-Nose is very high which the 

main hurdle in doing the research work. Another disadvantage 

has been the delay between successive tests, the time delay 

ranging between 2 to 10 minutes during which time; the sensor 

is to be washed by a reactivating agent, which is applied to the 

array so as to remove the odorant mixture from the surface and 

bulk of the sensors active material [26]. 

 

2 LITERATURE REVIEW 

A brief review of the research works in relation to the E-Nose is 

as follows: 

Ritaban Dutta, and Ritabrata Dutta [14] has presented in 
research on Electronic Nose basedENT bacteria identification in 

hospital environment is a classical and challenging problem of 

classification. An electronic nose (e-nose), comprising a hybrid 

array of 12 tin oxide sensors (SnO2) and 6 conducting polymer 

sensors has been used to identify three species of bacteria, 

Escherichia coli (E. coli), Staphylococcus aureus (S. aureus), 

and Pseudomonas aeruginosa (P. aeruginosa) responsible for 

ear nose and throat (ENT) infections when collected as swab 

sample from infected patients and kept in ISO agar solution in 

the hospital environment. 

S. Ampuero and J.O. Bosset [15] have proposed the model for 
Electronic Nose. Most of the reported applicability studies of 

electronic noses to different aspects of quality assessment in 

dairy products show satisfactory results. Published literature 

reports the classification of dairy products by sample type with 

MOS sensors; by ageing with MOS, CP and MS-based 

instruments; by geographic origin with an MS-electronic nose; 

by processing stage with CP sensors. A successful model for 

milk shelf-life prediction was implemented with a MOS system. 

The identification and classification of different types of quality-

deterioration have also been published: different off-odours in 

milk with an MS-based tool, lower quality of casein samples 
with MOS sensors, identification of microbial contamination in 

milk with CP, MS, etc. Nevertheless, in most cases the results 

will have to be confirmed on a larger scale to make sure that the 

classifications obtained are still valid with a larger intra-group 

variability, which is generally found in the case of natural 

products. 

Simona Benedettiet. al. [16] have suggested a model of 

Electronic Nose for honey classification. Seventy samples of 

honey of different geographical and botanical origin were 
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analyzed with an electronic nose. The instrument, equipped with 

10 Metal Oxide Semiconductor Field Effect Transistors 

(MOSFET) and 12 Metal Oxide Semiconductor (MOS) sensors, 

was used to generate a pattern of the volatile compounds present 

in the honey samples. The sensor responses were evaluated by 

Principal Component Analysis (PCA) and Artificial Neural 
Network (ANN). Good results were obtained in the 

classification of honey samples by using a neural network model 

based on a multilayer perceptron that learned using a back 

propagation algorithm. The methodology is simple, rapid and 

results suggest that the electronic nose could be a useful tool for 

the characterization and control of honey. 

Huichun Yu and JunWang [17] made investigation to evaluate 

the capacity of electronic nose to classfiy the tea quality grade. 

In their experiment the volume of vial and headspace generated 

time were considered corresponding to the 5 g. tea samples. The 

four tea groups were measured  and response values at four 

different collection times were conducteed by PCA, LDA and 
ANN. The method of ANN was performed and 90 % of the total 

tea samples were classified correctly by using the back-

propogation neural network. 

Jun Fu et. al. [18] developed a model in which the concept of 

Electronic Noise is used for pattern recognition.In this paper, a 

biologically inspired neural network, based on anatomical and 

electroencephalographic studies of biological olfactory systems, 

is applied to pattern recognition in electronic noses. Classifying 

six VOCs commonly presented in the headspace of Chinese rice 

wine, its performance to eliminate the concentration influence 

and counteract sensor drift is examined and compared with the 
simple nonparametric algorithm and the well-known BP-

NN.The neural network has a good performance in classification 

of six VOCs of different concentrations, even for the patterns 

obtained 1 month later than what was used for training. Its 

flexibility and robust fault tolerance are quite suitable for 

electronic nose applications, subjecting to the problems 

associated with the susceptibility to concentration influence and 

sensor drift. 

As per Federica Cheli et. al. [19] proposed that it is possible to 

differentiate and classify maize samples contaminated and non-

contaminated with aflatoxins by using an electronic nose 
equipped with 10 MOS sensors. Despite the small number of 

samples, the electronic nose was able to detect a clear difference 

in volatile profile of maize in the presence and absence of 

aflatoxins using PCA analysis. By the use of LDA a correct 

classification of maize contaminated and non-contaminated with 

aflatoxins was achieved. Results indicate that electronic nose 

may be successfully applied as rapid and non-destructive 

method for screening of commodities contaminated with fungal 

toxins, in order to select samples that must undergo further 

accurate quantitative analysis. Further improvements of the 

model are needed in order to eliminate or minimize the 

component in the model not directly related to aflatoxins 

concentration, to evaluate the potentiality of classification 

below/above legal limits and maybe to develop robust 

regression models for prediction of aflatoxin content in maize 

samples. 

J. Brezmes et. al.[20] made investigated on the use of a 
concentration chamber in the E-Nose has also proven to be very 

useful; signals are stronger because fruit vapors are accumulated 

during a long period of time and many pieces can be measured 

together. More-over, since group measurements can be done, 

our proto-type can be easily adapted to practical applications 

where single piece measurements are not cost-effective. The 

results obtained prove that our Electronic Nose monitors peach 

and pear ripeness successfully. Measurements with apples were 

not as good and further research will be done in order to 

increase the accuracy with this particular fruit. 

W.A. Collier et. al. [21] proposed a model in which an 

electronic nose can be used to discriminate among four milk 
samples, among four yoghurt samples, and among four cultured 

and non-cultured dairy products with a high degree of success if 

the measurements on the samples were all made in a single 

experiment. It has also been demonstrated that a óósingle-

electrodeôô array can be used to make these discriminations. 

More rigorous control of manufacturing conditions of arrays or 

preparation steps could ensure that the sensing surfaces are more 

reproducible, enabling classification of samples based on 

previously stored databases of training sets. 

S.Capone, M. Epifani, F. Quaranta, P. Siciliano, A. Taurino, L. 

Vasanelli [22] developed a model in which the rancidity of milk 
by means of electronic nose and dynamic PCA analysis. 

Semiconductor thin films based electronic nose were used to 

recognise the rancidity of two differeent kinds of milk (UHT 

and pasteurised) during their ageing days. The employed sensor 

array consists of five different SnO2 thin films prepared by 

means of sol-gel technology. The data coming from the response 

of sensors have been elaborated by PCA, in order to obtain a 

classification of the data clusters related to different milk ageing 

days and so track the dynamic evolution of milk rancidity. 

Graham E. Searle and Julian W. Gardner [23] presented linear 

black-box (inverse) models for an E-nose system that can be 
successfully employed for strain classification of cyanobacteria. 

The models performed as well as the previously employed 

artificial neural network techniques, with the advantage that 

they require less computing power to implement. However, for 

the more complex problem of growth phase classification, the 

technique was only moderately successful; failing to compete 

with the results obtained elsewhere using nonlinear neural 

network techniques. Thus such modeling techniques could be 

appropriate for use in relatively simple applications where 

available computing power is limited, such as in a handheld 
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instrument. Future refinements of the techniques could make 

them suitable for more challenging classification problems, 

where currently artificial neural networks are most suitable. 

Vassilis S. Kodogianniset. al. [24] presented an alternative 

approach based on gas-sensing technology was taken to 

investigate the suitability of such a system as a point-of-care 
device. It should be emphasized here that this system is not 

being proposed as a replacement for a clinicianôs diagnosis but 

rather to supplement other diagnostic methods. It also helps the 

clinician deliver better service as the E-Nose system has the 

potential advantage of making decisions 24 h per day, seven 

days per week. This study suggests that the e-nose combined 

with advanced learning-based processing tools is able to identify 

specific bacterial pathogens with accuracy and speed, even with 

a small sample quantity, at the point-of-care. Chronic renal 

failure and tuberculosis are also two diseases where people 

could benefit from new point-of-care devices based on gas 

sensors. 

Marco Trincavelliet. al. [25] used E-noses to discriminate 

among various bacteria regularly found in the blood cultures. 

This is an important application of electronic olfaction that 

could significantly improve the current methodologies and be 

successfully used in clinical settings. The results presented show 

that the bacteria can be accurately discriminated using the 

method. Further the proposed methods have been tested on a 

large dataset, (an order of magnitude larger than earlier studies). 

Their next step will be the starting of clinical trials to test the 

robustness of the method and its applicability in a clinical 

setting. In particular, they will examine the effect of the 
genealogy of the bacteria (i.e., different strains of the same 

species on discrimination performance). 

From the extensive literature review it is evident that the 

concept of E-Nose is applied in the field of health care, 

environment and food industry. Currently the biggest market for 

electronic noses is the food industry. Applications of electronic 

noses in the food industry include inspection of food quality by 

odour, control of food cooking processes, inspection of fish, 

monitoring the fermentation process, checking rancidity of milk 

etc. In food industry, quality assurance systems need to be rapid 

and more accurate. Generally qualitative assessment of food 
spoilage is made by human sensory panels that evaluate air 

samples and discriminate which food products are good or 

unacceptable. Bacterial contamination of food and drinks can 

generate unpleasant odours and toxic substances.  Therefore, 

different industries are interested in the application of E-Nose 

both for monitoring of storage quality degradation and for 

detecting microbial contaminants. Electronic nose can be used 

for accurately detection for all contaminations in the food 

product. In some instances E-Nose can be used to augment or 

replace panels of human experts. In other cases, E-Nose can be 

used to reduce the amount of analytical chemistry that is 

performed in food in food production especially when 

qualitative results will do. 

 

3. PROPOSED METHODOLOGY DURING THE TENURE 

OF THE RESEARCH WORK 

The demand of E-nose in food or dairy industry is growing 
because of its versatility and ease of operation of these 

instruments make them appropriate for fast and accurate 

analysis of various products or for monitoring the quality in the 

production process. The study has shown that commercial E-

Nose can be used for the evaluation of various products in these 

industries. The uses of E-Nose can successfully distinguished 

quality of products such as tea, coffee, honey, basmati rice etc. 

The E-Nose can also be used to know the pollution of the gases 

emitted by various industries  

The special features of neural networks such as capability to 

learn from examples, adaptations, parallelism, robustness to 

noise, and fault tolerance have opened their application to 
various fields of engineering, science, economics, etc. In all 

types of artificial neural networks, the basic structure consists of 

a number of interconnected processing units, called neurons. 

The calculations that each neuron performs, along with the way 

that the neurons are interconnected, determine a particular 

neural network type. 

The advantage of neural classifiers over linear classifiers is that 

they can reduce misclassifications among the neighborhood 

classes as shown in following Fig. 1. The use of neural networks 

in this work is therefore proposed due to its learning ability, and 

capacity for solving nonlinear and complicated problems. 

 

Fig. 1 Neural networks based classifier verses linear classifier 

The main objective of our research is to classify the quality of 

food or dairy product available in the market by employing an 

efficient near-optimal neural network based classifier using E-
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Nose. Pattern recognition is an important part of E-Nose 

technology would be done using neural networks. The main 

problem associated with neural network is long processing time 

and large training sample required. The main advantages using 

this algorithm are learning may be fast and parallel computing is 

possible, weight analysis is easier for modular network, better 
generalization performance. The design of neural network will 

be done using MATLAB or Neurosolutions softwares 

 Actual experiment on electronicïnose will be done at CDAC-

Kolkata and database will be generated.  CDAC-Kolkata has 

given permission to perform experiments at their facility on the 

E-Nose set up. The unique and dominant features of the data set 

shall be extracted from the E-Nose after performing 

experiments.  The features will then be applied to the Neural 

networks to train and design it optimally so as to further classify 

the test product to know its quality.  

Implementation Scheme in various phases: 

1) Study of the sensors chosen for classification. 

2) Nonlinear parameter identification of the selected sensors. 

3) Development of a basic neural network based model for 

sensor data classification.  

4) Development different possible efficient neural network 

models for that, and their comparison. 

5) Determination of best possible neural network model from 

the various efficient models implemented. 

6) Testing and validation of the final neural network model. 

 

In this research, it is proposed to use different neural network 

structures such as MLP, Generalized Feedforward Neural 

Networks, Modular Feedforward Neural Networks, Principal 

Component Analysis NN, RBF NN, and Support Vector 

Machines for modeling of different intelligent sensors 

undertaken. The generalization performance of different models 

will be validated meticulously on the basis of the following 

important parameters: 

Ç MSE on train, cross-validation and test data 

Ç NMSE on train, cross-validation and test data 

Ç Correlation coefficient for train, cross-validation and 

test data 

Ç % Error for train, cross-validation and test data 

Ç Akaikeôs Information Criterion for train, cross-

validation and test data 

Ç Minimum descriptive length for train, cross-validation 

and test data 

Ç Sensitivity Analysis for train, cross-validation and test 

data 
Ç Receiver Operating Characteristics for train, cross-

validation and test data 

Ç Confusion matrices for train, cross-validation and test 

data 

 

4. IMPLICATIONS 

Electronic Nose is an important concept which is used in food 

industries to assess the quality of food. Food products contain 

off-flavor compounds created by a variety of mechanisms, such 

as, through the action of natural and microbial enzymes and 

chemical changes catalyzed by light or heavy metals. However, 
detection of aroma compounds using electronic noses has 

become more and more important.Potential applications in odor 

assessment by electronic noses in the food area are numerous; 

they have been used for quality control, monitoring process, 

aging, determination of geographical origin, adulteration, 

contamination, and spoilage. 

There is no universal sensor system that can solve all odor 

analysis problems. Instead there is a need to employ intelligent 

application-specific sensor systems that are appropriate to the 

application. This means building in intelligence through the 

development of suitable sensor structures, sensor materials and 
pattern recognition methods. New pattern recognition methods 

would make use of the transient information in the sensor signal 

to enhance the identification ability of the system. This requires 

the use of dynamic models, for the sensor system, which can 

account for the drift in sensor parameters. 

This research work is an attempt to develop a Neuro-

Softcomputing system to assess the quality of food product 

which will be more accurate, more reliable, and optimal. 
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AbstractðThere are so many techniques for solving the 

hydro thermal scheduling problem, and many researchers 

have done so many work regarding hydrothermal scheduling 

by using different techniques like particle swarm 

optimization, fuzzy decision making technique, and newton 

raphson method for solving hydrothermal scheduling 

problem. Hydrothermal scheduling can be done in three basis, 

for long term medium term and short term basis. But here in 

this paper short-term fixed head hydrothermal scheduling 

using  fuzzy decision making  technique is used for solving the 

hydrothermal problem and for minimizing the total cost, and 

for minimizing the gaseous pollutants like SO2, NO2,CO2 

emissions. In order to get the minimum overall production 

cost. 
Key wordsðHydrothermal scheduling, fuzzy decision. 

 

I INTRODUCTION 

 
In a modern power system there may be several conventional 

hydro plants which is connected to various load centres via a 
lossy transmission network with negligible incremental cost 
involved in hydro generation. The main problem is to minimize 
the operating cost of the hydro thermal system so as to minimize 
the fuel cost of the thermal plant under the constraint of water 
available for the hydro generation for a specified time, then we 
can achieve the hydro thermal scheduling in a planned way [2]. 
Many approaches and methods have been proposed to solve the 
hydro thermal scheduling problem,  hydro thermal scheduling of 

power system with stochastic inflow , with Newton rap son 
method , with particle swarm optimization technique and with the 
use of modular and software method for solving the hydrothermal 
optimization problem etc. [3-5].  
               The basic aim of hydro thermal scheduling is to 
minimize the generation cost of the power system however to 
meet environmental regulations enforced in current years. 
Emission control has turn into one of the important operational 

aim in thermal power generation there are so many gaseous 
pollutants like SO2, CO2, NO2from thermal generating plants. In 
scheduling of hydro thermal power plant the main concern is to 
minimize these gaseous pollutants as well as cost and losses but 
here we reducing only the emissions of oxides of carbons and 
oxides of sulphur.  
               In hydrothermal co-ordination our main concern is to 
minimize the overall cost of the operating system and to reduce 

the losses as well as gaseous pollutants subject to the operating 
constraint of hydro and thermal plants, over the optimization 
interval. The integrated operation of hydro thermal system is 
divided into two separate problems, long range problem and short 

range problem. The validity of time period for long range problem 
is ranges from 1 year to several years and for short range problem 
hour by hour scheduling is required. Since the time period for the 
short range is small, so the water inflows and loads are considered 
fully known with complete certainty.  

 

 
II ECONOMIC LOAD DISPATCH PROBLEM 

 
 In the objective problem formulation two important in 
an electrical thermal power system are considered. These are 
economy and environmental impact because of so2 & co2 

emissions. The optimization problem is defined as: 
 

Minimize    F1=В aip
2
gi+bipgi+ci) Rs/hr 

 

 

Minimize F2 = В d1ip
2
gi+e1ipgi+f1i) Kg/h 

 
 

MinimizeF3 = В d2ip
2
gi+e2ipgi+f2i) Kg/h 

 
 

Minimize   F4 = В d3ip
2
gi+e3ipgi+f3i) Kg/h 

 
 

Subject to              В pgi ï (PD + PL) = 0 

 
 
       Pgi

min Ò Pgi Ò Pgi
max      (i = 1,2,é..,NG) 

 
Where 
NG is the number of total generators  
 ai, bi, ci are the cost coefficient  
 d1i, e1i and f1i are so2 emission    coefficients 

d2i, e2i and f2i are co2 emission coefficients 
PD is the power demand 
PL is the transmission losses, which are approximated in terms of 
B-coefficients  

 

 

 

III DECISION MAKING 

 
ñConsider the imprecise nature of the decision makerôs judgment, 
it is natural to assume that the decision maker may have fuzzy or 
imprecise goals for each objective function. We can define the 
fuzzy sets by the equation which is known as membership 
function. These functions shows the degree of membership in 
some fuzzy sets using values from 0 to 1ò. [16]. ñThe membership 
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value 0 shows incompatibility with the sets, while 1 means 

complete compatibility. By taking description of the minimum 
and maximum values of each objective function together with the 
rate of increase of satisfaction, the decision maker must detect 
membership function µ(Fi) in a subjective manner. Here it is 
assumed that µ(Fi) is  strictly monotonic decreasing and 
continuous functionò defined as: 
 
 

ʈὊὭ                  

ρ                                             ȠὊὭὊὭάὭὲ

            ȠὊὭάὭὲὊὭὊὭάὥὼ

π                                                      ȠὊὭὊὭάὥὼ

                   

(i=1,2,éé..,m) 
 

the value of membership function shows that how far in the scale 
from 0-1 a non-inferior solution is satisfying the Fi objective. The 
some of all the membership function values Õ(Fi) (i= 1,2,3,é.m) 
for all the objectives can be find out in order to measure the 
accomplishment of each non-dominated solution can be rated 
with respect to all the k non-dominated solutions by normalizing 
its accomplishment over the sum of accomplishment of k non-
dominated solutions as follows: 

 

µk
D =

В

В В  

 

thefunction µD can be used as a membership function for non-
dominated solutions, in a fuzzy set and expressed as fuzzy 
fundamental priority ranking of the non-dominated solutions. the 
solutions that attains the maximum membership µk

D, in the fuzzy 
set so obtained can be chosen as the ôbestô solution or the one 

having cardinal priority ranking. 

IV ALGORITHM 

F1(Pg), F2(Pg) are the objective functions to be minimized over the 
set of admissible decision vector P. To generate the non-inferior 
solution to the specified intent problem, we use a weighting 
method. In this weighting method we convert the problem into a 
scalar optimization as given below 
 

Minimize            В ×k Fk (Pgi) 

 

Subject to           В 0gi ï (PD + PL) = 0 

 
Pgi

min Ò Pgi Ò Pgi
max      (i = 1,2,é..,NG) 

 

В ύk  = 1    (wk Ó 0) 

 
Where 
            This approach yields meaningful result to the decision 
maker when solved many times for different values of wk 
(k=1,2,éM). weighting factors wk are determined based on the 
relative importance of various objectives, which may vary from 

place to place and utility to utility. The constrained scalar 
optimization problem is converted into unconstrained scalar 
optimization problem. Each constrained equation as associated 
with an multiplier function known as lagrange multiplier. The 
desired  objective function is 
  

L = В ύk Fk + ɚ (PD + PL ï В ὖgi) 

By taking the partial derivative of the augmented objective 

function with respect to the decision variable. 
 

 = В ύk  + ɚ (  ï 1 ) = 0 

 

( i= 1,2,ééé,NG) 
 

 =  PD +PL ï В ὖgi = 0 

 

Where, 

   = 2ai Pgi    +bi 

 

   = 2dkiPgi  + eki                      (k= 1,2,3) 

 

     = Bi0 +  В ςBij Pgj 

 

These equations are obviously nonlinear. 
We use classical method to solve these equations and to find a 
solution with a appropriate initial guess formerly the water 
constrained & LaGrange multiplier is obtained, the generation of 
thermal and hydro unit can be determined. 

 

V CONCLUSION 

 

The uncertainties present in water inflows, system load demand, 
operating cost equation coefficient and NOx emission coefficients 
affects the short term hydrothermal schedule. The generation 
schedule based upon deterministic cost function result in the 
lowest expected overall cost. The proposed method provide the 

means to consider  
1) The inaccuracies and uncertainties in the hydrothermal 
schedule. 
2) Allowed explicit trade-off between overall operating cost, NOx 
emission and risk level with the weightage given and  
3) And provide the decision maker with the best solution from the 
non-inferior solution with the help of fuzzy set theory. In this 
paper also we are using a fuzzy decision making technique in 

order to get the overall minimum production cost of the entire 
hydrothermal system. And also for the minimization of gaseous 
pollutants like NOx emission, SO2 & CO2 emissions. 
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Abstractð The term artificial intelligence is used to describe a 

property of machines or programs: the intelligence that the system 
demonstrates. Among the traits that researchers hope machines 
will exhibit are reasoning, knowledge, planning, learning, 
communication, perception and the ability to move and 
manipulate objects. Constructing robots that perform intelligent 
tasks has always been a highly motivating factor for the science 
and technology of information processing. Unlike philosophy and 

psychology, which are also concerned with intelligence, AI 
strives to build intelligent entities such as robots as well as 
understand them. Although no one can predict the future in detail, 
it is clear that computers with human-level intelligence (or better) 
would have a huge impact on our everyday lives and on the future 
course of civilization Neural Networks have been proposed as an 
alternative to Symbolic Artificial Intelligence in constructing 
intelligent systems. They are motivated by computation in the 

brain. Small Threshold computing elements when put 
togetherproduce powerful information processing machines. In 
this paper, we put forth the foundational ideas in artificial 
intelligence and important concepts in Search Techniques, 
Knowledge Representation, Language Understanding, Machine 
Learning, Neural Computing and such other disciplines. 

 

V. INTRODUCTION 

Starting from a modest but an over ambitious 

effort in the late 50ôs, AI has grown through its 

share of joys, disappointments and self-

realizations. AI deals in science, which deals 

with creation of machines, which can think like 

humans and behave rationally. AI has a goal to 

automate every machine. 

 

AI is a very vast field, which spans: 
¶ Many application domains like Language 

Processing, Image Processing, Resource 
Scheduling, Prediction, Diagnosis etc. 

¶ Many types of technologies like Heuristic 

Search, Neural Networks, and Fuzzy Logic 

etc. 

¶ Perspectives like solving complex problems 

and understanding human cognitive 
processes. 

¶ Disciplines like Computer Science, Statistics, 

Psychology, etc. 

 
DEFINITION OF INTELLIGENCE & TURING TEST 

 

The Turing Test, proposed by Alan Turing (1950), was 

designed to provide a satisfactory definition of intelligence. 

Turing defined intelligent behavior as the ability to achieve 

human-level performance in all cognitive tasks, sufficient 

to fool an interrogator. Roughly speaking, the test he 

proposed is that the computer should be interrogated by a 

human via a teletype, and passes the test if the interrogator 
cannot tell if there is a computer or a human at the other 

end. His theorem (the Church-Turing thesis) states that 

ñAny effective procedure (or algorithm) can be 

implemented through a Turing machine. ñ Turing machines 

are abstract mathematical entities that are composed of a 

tape, a read-write head, and a finite-state machine. The 

head can either read or write symbols onto the tape, 

basically an input-output device. The head can change its 

position, by either moving left or right. The finite state 

machine is a memory/central processor that keeps track of 

which of finitely many states it is currently in. By knowing 
which state it is currently in, the finite state machine can 

determine which state to change to next, what symbol to 

write onto the tape, and which direction the head should 

move. 

 

DEFINITION OF INTELLIGENCE & TURING TEST  

 

The Turing Test, proposed by Alan Turing (1950), was 

designed to provide a satisfactory definition of intelligence. 

Turing defined intelligent behavior as the ability to achieve 

human-level performance in all cognitive tasks, sufficient 
to fool an interrogator. Roughly speaking, the test he 

proposed is that the computer should be interrogated by a 

human via a teletype, and passes the test if the interrogator 

cannot tell if there is a computer or a human at the other 

end. His theorem (the Church-Turing thesis) states that 

ñAny effective procedure (or algorithm) can be 

implemented through a Turing machine. ñ Turing machines 

are abstract mathematical entities that are composed of a 

tape, a read-write head, and a finite-state machine. The 

head can either read or write symbols onto the tape, 

basically an input-output device. The head can change its 

position, by either moving left or right. The finite state 
machine is a memory/central processor that keeps track of 

which of finitely many states it is currently in. By knowing 

which state it is currently in, the finite state machine can 

determine which state to change to next, what symbol to 
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write onto the tape, and which direction the head should 

move. 

 

Requirement of an Artificial Intelligence system 

 

No AI system can be called intelligent unless it learns & 

reasons like a human. Reasoning derives new information 

from given ones. 

 

Areas of Artificial Intelligence 
 

Knowledge Representation 

 

Importance of knowledge representation was realized 

during machine translation effort in early 1950ôs. 

Dictionary look up and word replacement was a tedious 

job. There was ambiguity and ellipsis problem i.e. many 

words have different meanings. Therefore having a 

dictionary used for translation was not enough. 

 

One of the major challenges in this field is that a word can 
have more than one meaning and this can result in 

ambiguity. 

 

E.g.: Consider the following sentence 

Spirit is strong but flesh is weak. 

When an AI system was made to convert this sentence into 

Russian & then back to English, following output was 

observed. 

Wine is strong but meat is rotten. 

Thus we come across two main obstacles. First, it is not 

easy to take informal knowledge and state it in the formal 
terms required by logical notation, particularly when the 

knowledge is less than 100% certain. Second, there is a big 

difference between being able to solve a problem ñin 

principleò and doing so in practice. 

Even problems with just a few dozen facts can exhaust the 

computational resources of any computer unless it has 

some guidance as to which reasoning steps to try first. 

A problem may or may not have a solution. This is why 

debugging is one of the most challenging jobs faced by 

programmers today. As the rule goes, it is impossible to 

create a program which can predict whether a given 

program is going to terminate ultimately or not. 

 
Reasoning 

 

It is to use the stored information to answer questions and 

to draw new conclusions. Reasoning means, drawing of 

conclusion from observations. 
 

Reasoning in AI systems work on three principles namely: 

DEDUCTION: Given 2 events óPô & óQô, if óPô is true then 

óQô is also true. 

E.g.: If it rains, we canôt go for a picnic. 

INDUCTION: Induction is a process where in , after 

studying certain facts , we reach to a conclusion. 

E.g.: Socrates is a man; all men are mortal; therefore 
Socrates is mortal. 

ABDUCTION: óPô implies óQô, but óQô may not always 

depend on óPô. 

E.g.: If it rains , we canôt go for a picnic. 

The fact that we are not in a position to go for a picnic does 

not mean that it is training. There can be other reasons as 

well. 

 

Learning 

 

The most important requirement for an AI system is that it 
should learn from its mistakes. The best way of teaching an 

AI system is by training & testing. Training involves 

teaching of basic principles involved in doing a job. 

Testing process is the real test of the knowledge acquired 

by the system wherein we give certain examples & test the 

intelligence of the system. Examples can be positive or 

negative. Negative examples are those which are ónear 

missô of the positive examples. 

 

Natural Language Processing (NLP) 
NLP can be defined as: 

 

¶ 
language on the computer. I.e. making the 

computer understand the language a normal 

human being speaks. 

¶ It deals with under structured / semi structured 

data formats and converting them into complete 
understandable data form. The reasons to process 

natural language are; Generally - because it is 

exciting and interesting, Commercially ï because 

of sheer volume of data available online, 

Technically ï because it eases out Computer-

Human interaction. 

 

Application Spectrum of NLP 
 

¶ It provides writing and translational aids. 

¶ Helps humans to generate Natural Language with 

proper spelling, grammar, style etc. 

¶ It allows text mining i.e. information retrieval, 

search engines text categorization, information 

extraction. 

¶ NL interface to database, web software system, 

and question answer explanation in an expert 

system. 

 

Hurdles 
 
There are various hurdles in the field of NLP, especially 

speech processing which result in increase in complexity of 
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the system. We know that, no two people on earth can have 

similar accent and pronunciations. This difference in style 

of communicating results in ambiguity. 
 

Another major problem in speech processing understands 

of speech due to word boundary. This can be clearly 

understood from the following example: 

I got a plate. / I got up late. 

 

Universal Networking Language 

 
This is a part of natural language processing. The key 

feature of a machine having artificial intelligence is its 

ability to communicate and interact with a human. The only 

means for communication and interaction is through 

language. The language being used by the machine should 

be understood by all humans. Example of such a language 

is ENGLISH. 

 

 

Vision (Visibility Based Robot Path Planning) 

 
Consider a moving robot. There are two things, robots have 

to think and perform while moving from one place to 

another: 

 

1. Avoid collision with stationary and moving objects. 

2. Find the shortest distance from source to destination. 

 

One of the major problems is to find a collision free path 

amidst obstacles for a robot from its starting position to its 
destination. To avoid collision two things can be done viz 

1) Reduce the object to be moved to a point form. 2) Give 

the obstacles some extra space. This method is called 

Mikownski method of path planning. 

Neural-networks 

 
Neural networks are computational consisting of simple 
nodes, called units or processing elements which are linked 

by weighted connections. A neural network maps input to 

output data in terms of its own internal connectivity. The 

term neural network derives from the obvious nervous 

system analogy of the human brain with processing 

elements serving as neurons and connection weights 

equivalent to the variable synaptic strengths. Synapses are 

connections between neurons - they are not physical 
connections, but miniscule gaps that allow electric signals 

to jump across from neuron to neuron. Dendrites carry the 

signals out to the various synapses, and the cycle  repeats 

 

Perceptron training convergence theorem 

 

Whatever be the initial choice of the weights, the PTA will 

eventually converge by finding the correct weight values 

provided the function being trained is linearly separable. 

 

This implies Perceptron Training Algorithm will absorb the 
threshold with negative weight. Ɇ Wi Xi + (-1) ɗ Ó 0 
 

Conclusion 
 

AI combined with various techniques in neural networks, 

fuzzy logic and natural language processing will be able to 

revolutionize the future of machines and it will transform 

the mechanical devices helping humans into intelligent 

rational robots having emotions. 

Expert systems like Mycin can help doctors in diagnosing 

patients. AI systems can also help us in making airline 

enquiries and bookings using speech rather than menus. 
Unmanned cars moving about in the city would be reality 

with further advancements in AI systems. Also with the 

advent of VLSI techniques, FPGA chips are being used in 

neural networks. 

The future of AI in making intelligent machines looks 

incredible but some kind of spiritual understanding will 

have to be inculcated into the machines so that their 

decision making is governed by some principles and 

boundaries.  
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Abstractð Analysis of pulse waveforms is very important for 

diagnosis of cardiovascular functions non-invasively. Arterial 

stiffness is a predictor of arteriosclerosis. Pulse Wave Velocity 

(PWV) is an index parameter for arterial stiffness. PWV depends 

on blood pressure at the measuring time. It is one of the 

parameter for early detection of arterial sclerosis. Cardio-ankle 

vascular index (CAVI) is a stiffness index and shows the   artery 

stiffness from the region of the aorta to the region of ankle.  It is 

not depending on blood pressure at the measuring time. 

Arteriosclerosis contributes to the cardiovascular disease. It 

shows high mortality and morbidity with respect to 

Arteriosclerosis. Arterial sclerosis with the coronary is evaluated 

by Coronary Angenography (CAG). Ultrasonography is also 

used for analysis of coronary artery disease. As we are dealing 

specially with atherosclerosis we are going to take arterial pulses 

and blood pressure of normal and diseased patients. As we know 

diabetic patients are more prone to get atherosclerosis we will try 

to analyse them. Analysis of 3 fingers (index, middle, and ring 

finger) pulse rate at different time intervals (morning , afternoon 

, evening) helps us to analyse the disease and develop the device 

for i t which is inexpensive Polyvinylidene fluoride(PVDF) sensor 

are best sensor to get readings (Blood pressure , Pulse wave 

velocity). 

 
Keywordsð Atherosclerosis, Pulse Wave Velocity (PWV), Cardio 

Ankle Vascular Index (CAVI), Polyvinylidene Fluoride (PVDF)  

 

VI. INTRODUCTION 

Ayurveda is an Indian medical science which has not 

received great value due to scientific recognition in modern 

times. Today, the development of efficient and non-invasive 

device required as an alternative to the recent medical 

sciences felt especiallyto the recent sciences of health care and 

research field. Currentlytraditional medical sciences are 
getting new thrust to treat disease. 

According to Ayurveda, diagnosis is a root to find out the 

cause of a disease. The basis for the diagnosis and treatment 

under Ayurveda are natural constitutions (prakruti) in terms of 

the three basic principles Vata, Pitta, and Kapha. Which are 

collectively called Tridosha. The method of evaluating 

Tridosha is called as prakruti nidana. Space, Air, Fire, Water 

and Earth, are the five basic elements in human body, the 

combination of which manifest Tridosha [1]. Vata is 

manifested by air and space, pitta is manifested by fire and 

water and kapha is manifested by earth and water.In the 
physical body, the energy of movement(Vata), the energy of 

digestion and metabolism(Pitta), whereas energy that forms 

structure of the body(Kapha).These three doshas helps 

todetermine individual's constitution and contribution to the 

function of the body in normal condition. They contribute to 

the disease process when they are out of balance. Nadi-

pariksha is done at the root of the thumb by examining the 

radial artery using three fingers. The radial pulse is usually 

chosen as the site to read the Nadi (pulse) because it is most 

convenient to read and is more readily available than other 

pulse sites.  

 

 
 

Fig. 1 Nadi- Parikshan measurement method in Ayurveda [2] 

 

Analysis of arterial pulse waveform is important for non-

invasive diagnosis of cardiovascular functions. 

Arteriosclerosis is a major contributor to cardiovascular 
disease, based on a high percentage of mortality and 

morbidity. 

 

Arterial stiffness is a well-known predictor of arteriosclerotic 

vascular disease. It is one of the indexes of arterial stiffness 

with pulse wave velocity (PWV). But, it is known that pulse 

wave velocity depends on the blood pressure at measuring 

time. It is one of the parameter for early detection of 

atherosclerosis.Cardio-ankle vascular index (CAVI) is derived 

from stiffness parameter and reflects the stiffness of the artery 

from the origin of the aorta to the ankle as a whole. 
Conspicuous feature is independency from the blood pressure 

at measuring time. 
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VII.  EVALUATION  METHODLOGY 

D. Subjects 

For evaluation of cardiac disease we subjected 3 types of 

subjects. They are normal, disease and diabetes subjects. As 

we know diabetic subjects are more prone to get cardiac 

disease. Analysis of them helps us to understand the disease 

condition very well. We subjected 150 people (normal 50, 

diseased 50 & diabetic 50) with different ages for analysis.  

E. Chemistry of Blood 

Blood is bodily fluid which transports the nutrients and 

oxygen to the cells and transport metabolic waste from same 

the cells. Blood contains certain amount of lipid molecules in 

it for transportation process and to influence the metabolism 

process. Binding of this lipid molecule to each other forms the 

larger lipid molecule, which affect the flow of blood. Change 

in the blood flow affects the normal metabolism of human 

which results in disease. In our study we measured lipid 
profile of blood that is HDL, LDL, Total cholesterol and 

triglycerides value along with blood pressure.  Analysis of 

lipid profile helps in determination of disease condition. In 

diseased and diabetic patients the lipid profile changes as 

compared with normal human.   

 

TABLE I  

REFERENCE LIPID PROFILE RANGE 

 

 

 

 

 

 

 

 

 

 

F. Blood Pressure 

Blood pressure is the pressure of the blood in our arteries. 

Every individual need certain amount of pressure in our 

arteries to keep the blood flowing around your body. Systolic 

blood pressureis the highest level of blood pressure which 

occurs when heart contracts and blood is forced through the 

arteries.Diastolic blood pressureis the lowest level of blood 

pressure which occurs when heart relaxes between each 
beat.Everyoneôs blood pressure varies during the day. It tends 

to be highest in the morning and lowest at night. Change in 

the blood pressure is another parameter for early detection of 

disease condition. So in our study we measured blood pressure 

using sphygmomanometer in all 3 types of subjects. Normal 

blood pressure 120/80mmHg.Change in blood pressure is 

categorised as in Table no II . 

TABLE II I  

REFERENCE BLOOD PRESSURE RANGE 

G. Pulse Measurement 

Due to the pulsatile nature of blood flow, arterial blood 

pressure has a characteristic waveform. The contour of this 

pressure wave varies throughout the body, as well as with 
increasing age and cardiovascular disease states. 

 

Fig. 2Typical arterial pressure waveforms according to age [3] 

H. Pulse Wave Velocity Measurement 

Pulse Wave Velocity is an index to assess arteriosclerosis 

and it is regarded as an early detector of cardiac dysfunction. 

Analysis of arteriosclerosis is very important to help 

prevention of cardiovascular diseases. The pressure pulse 
velocity varies over the range from about 11m/sto 15m/sin 

stiff peripheral arteries, where as in normal arteries it has a 

velocity in the range of 8 to 9m/s. 

PWV measurement is based on measurement of two pulse 
waves at two different positions that is the radial artery at the 

wrist and the ankle. By determining the pulse transit time 

between these points & the distance measured between these 

 Desirable 

(mg/dl) 

Borderline 

(mg/dl) 

High risk  

(mg/dl) 

Cholesterol <200 200-239 240 

Triglycerides <150 150-199 200 

HDL cholesterol 60 35-45 Below 40 

LDL cholesterol 60-130 130-159 160-189 

Category Systolic 

(mm Hg) 

Diastolic 

(mm Hg) 

Normal 120 80 

Prehypertension 120 ï 140 80 ï 90 

High blood pressure  140 ï 180 90 ï 110 

Hypertensive crisis Higher than 180 Higher than 110 
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two locations, pulse wave velocity may then be calculated. 

The pressure pulse detection is done by using two 

piezoelectric sensors which generate a measurable voltage at 
the output contacts if they are mechanically deformed.The 

pulse referred to here will be the pressure pulse as opposed to 

the flow pulse measured by ultrasound Doppler[4]. 

I. Cardio Ankle Vascular Index (CAVI) Measurement 

It is an arterial stiffness parameter. It has been used, as a 
marker, related to arteriosclerosis including the aorta, femoral 

artery and tibial artery. CAVI is independent of blood pressure 

[5].Arterial stiffness occurs in patients with hypertension, 

diabetes mellitus, dyslipidemias, and obesity and metabolic 

syndrome, conditions or disease processes that are known to 

be pathophysiologically linked with cardiovascular disease 

[6]. Based on its association with cardiovascular disease, it 

has beenproposed that the evaluation and monitoring of 

arterial stiffness may be useful for determining cardiovascular 

disease risk and for monitoring therapy [7]. Furthermore, no 

special technique is required for the measurement of CAVI. 

Several reports have shown the usefulness of CAVI for the 
detection of atherosclerotic diseases [8]. 

VIII.  PRINCIPLE OF CAVI 

Pulse wave velocity (PWV) from the heart to the ankle is 

obtained by measuring the length from the origin of the aorta 

to the ankle, and by calculating T=tb+tba. Blood pressure is 

measured at the brachial artery. Ps: systolic blood pressure, 

Pd: diastolic blood pressure, ȹP: Ps-Pd, ɟ: blood density, ȹP: 

pulse pressure, L:length from the origin of the aorta to the 

ankle, T: time taken for the pulse wave to propagate from the 

aortic valve to the ankle, tba: time between the rise of 

thebrachial pulse wave and the rise of the ankle pulse wave, 
tb: time between aortic valve closing sound and the notch of 

brachial pulse wave, tôb: time between aortic valve opening 

sound and the rise of the brachial pulse wave[9]. 

CAVI is calculated using PWV from the aortic valve 

origin to the ankle region and blood pressure measured at the 

upper arm (Fig. 3). The formula for CAVI uses the Bramwell-

Hillôs equation, which represents the relationship between 

PWV and volume change [10] and is derived from the 

stiffness parameter ɓ first proposed by Hayashi et.al.[11]. 

CAVI is calculated as follows: 

 

CAVI = a {(2ɟ/ȹP) Ĭ ln(Ps/Pd) ĬPWV2} + b 
 

where óPsô is the systolic blood pressure, óPdô is the diastolic 

blood pressure, óPWVô is the pulse-wave velocity from the 

aortic origin to the ankle region via the femoral artery, óȹPô is 

Ps - Pd, óɟô is the blood viscosity, and óaô and óbô are constants 

for converting a CAVI value to a value obtained by 

Hasegawaôs method [12,13]. 

 

 
 

Fig. 3 CAVI Measurement 

 

CAVI is calculated using PWV from the aortic valve 

origin to the ankle region and blood pressure measured at the 

upper arm (Fig. 3). The formula for CAVI uses the Bramwell-

Hillôs equation, which represents the relationship between 

PWV and volume change [10] and is derived from the 
stiffness  

 
A. Factors that affect CAVI 

Increase in CAVI is due to: 

Aging, Male, Arteriosclerotic diseases Haemodialysis 

patients, cerebral infarction Coronary artery disease, chronic 

kidney diseases, Arteriosclerosis risks, Diabetes mellitus, 
Hypertension, Dyslipidemia Metabolic syndrome, Smoking 

 

Decrease in CAVI is due to: 

Weight reduction, Glucose control insulin, Glimepiride, Blood 

pressure control, ARB, CA-antagonist, Cholesterol control 

Statin, EPA,and Smoking cessation. 

 

IX.  ACQUIRED DATA  

 
The below Table III systematically shows the acquired 

data from both normal and disease patient. And followed by 

it, Fig. 4, Fig.5, Fig. 6 shows the graphical representation of 

acquired data. 
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TABLE III II  ACQUIRED DATA 

 

 
 

Fig. 4 shows a graph between BloodPressure and Age 

 

 
 

Fig. 5shows a graph between Total cholesterol (TCL),PWV & 

CAVI 

 

 
Fig. 6shows the graph between HDL, LDL,and CAVI & Age. 

 

X. DISCUSION 

Readings of 150 diseased, normal and diabetic patients are 

described in the Table III,were mean value of all the 

parameters of same age people is considered on the basis of 

AGE SBP DBP HDL  LDL  TCL  PWV CAVI  

20 148 92 41 154 225 9.6 15.64 

21 122 82 47 111 117 8.8 15.38 

25 129 83 81.5 72.5 134.5 5.75 6.33 

26 127.33 84.66 52 91 177.66 7.266 10.09 

27 133.6 83.6 56.72 99.8 179.8 7.56 10.71 

28 130 84 63 112 210 7 9.30 

29 131.33 85.33 54.33 130 201 6.733 8.49 

30 136 86 53 108 181 7.4 10.03 

31 133.33 85.33 56.33 107.06 189.33 6.966 9.02 

32 142 86 54 137 219 8 11.46 

33 142 88 55 133.66 193.33 7.33 9.52 

34 140 88.8 53 124 198.4 7.66 10.43 

35 140 88.8 45 100.8 170.2 8.78 13.70 

36 132 84 42 91.33 163 9.467 16.87 

37 139.5 87.5 46.75 126 201.25 8.325 12.43 

38 137.33 88.66 50 96.466 180.33 8.4 12.68 

39 145 91 39 137 213.5 9.75 16.40 

40 143 88 54.5 125.8 204.5 7 8.65 

41 134 86 60 107 180 7 9.05 

42 145.5 89.5 46.75 131.15 213.25 8.4 12.24 

43 135 84 46 145.9 214 9.5 16.72 

44 146 90.5 46.75 162 205.25 8.775 13.27 

45 136 88 48 119 208 7.8 11.03 

46 146 88 42.5 13.7 180 8.6 12.91 

47 158 98 36 100 153 11.2 19.97 

48 129 83 40 90.5 158 9.7 18.03 

49 144 86 41 142 195 8.8 13.76 

50 150 93 34 125.5 209.5 11.3 21.41 

51 149.33 92 34.33 129.66 209.33 10.466 18.50 

55 148 94 36 103 253 10.8 19.60 

56 140 94 42 120 192 9.5 15.63 

57 132 84 56 82 148 6.8 8.70 

58 150 94 42 134 260 9.4 14.74 

59 136 88 42 99 160 9.2 15.35 
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the acquired readings of blood pressure, cholesterol, PWV and 

CAVI is calculated. It is found from Fig.4 that with increase 

in the age of diseased patient, blood pressure levels are 
increasing, also the cholesterol level,i.e., the plot of HDL, 

LDL v/s CAVI which is plotted in Fig.6. The Fig.5 shows that 

with increase in cholesterol value, PWV is increasing and 

even CAVI value is increasing. Hence, study of CAVI can be 

considered as an early marker for detection of deposition of 

cholesterol and a device to detect Atherosclerosis can be 

designed on the basis of the CAVI. 

 

XI. PROPOSED DEVICE 

The basic input for the designed device will be pulse 

detected by the PVDF pressure sensor which would be further 
amplified using a precision Instrumentation amplifier by a 

gain of 1000. Signal processing block would include two 

major filters one of which would be a Band pass filter with 

appropriate frequency range. The second filter would be a 

Notch filter designed for 50Hz which is to remove the noise 

due to power supply. The processed signal would then be sent 

to DAQ Card. The sampling rate will be set to 1000 

samples/second or 1000 Hz. The DAQ unit performs analog to 

digital conversion. Therefore, the sampled data that will be 

read into the LabVIEW or MATLAB will be a continuous 

stream of discrete data points of double precision. This data 

would be further processed in LabVIEW or MATLAB to 
detect the chances of atherosclerosis by analysing the acquired 

signal. 

 

 
 

Fig. 7 Block diagram of proposed device 

 

XII.  CONCLUSION 

Atherosclerosis is one of the major diseases which is 

caused by the abnormality in arterial pulse. The abnormality 

is mainly caused by development of cholesterol in 

artery,smoking, diabetes, obesity. Analysis of blood 

pressure,pulse wave velocity and measurement cardio-ankle 

vascular index (CAVI) helps us to determine the disease at the 

early stage. As we know pulse wave velocity (PWV) and 
CAVI are the predictor of cardiac diseases and analysis of 

them is very important to detect the disease. 
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Abstractð Modern minimally invasive surgery has made huge 

advances in both technique and technology. However, the 

minimally invasive surgeon is still faced with daunting challenges 

in terms of visualization and hand-eye co-ordination. We have 

been developing a set of techniques for assisting surgeons in 

navigating and manipulating the three-dimensional space within 

the human body. Despite rapid developments in the research 

areas medical imaging, medical image processing and robotics, 

the use of computer assistance in surgical routine is still limited 

to diagnostics, surgical planning, and interventions on mostly 

rigid structures. In order to establish a computer aided workflow 

from diagnosis to surgical treatment and follow-up, several 

proposals for computer assisted navigation surgery interventions 

have been made in recent years. By means of different pre- and 

intraoperative information sources, like surgical planningôs, 

intra -operative imaging, and tracking devices, surgical 

navigation systems aim at supporting surgeons in localizing 

anatomical targets, observing critical structures, and sparing 

healthy tissue. We concentrate on approaches which can be 

applied in orthopaedic surgery, ENT surgery, neurosurgery, 

radiosurgery, oral and maxillofacial surgery, visceral surgery 

has special needs for image guidance due to limitations in 

perception.  

 

Keywordsð computeraided surgery, computer assisted 

intervention, image guided surgery,surgical navigation. 

I. INTRODUCTION 

Computer assisted navigation surgery represents a surgical 

concept and set of methods, that use computer technology for 

pre-surgical planning, and for guiding or performing surgical 

interventions. Computer assisted navigation surgery is also 

known as computeraided surgery, computer assisted 

intervention, image guided surgery and surgical navigation. 

Computer assisted navigation surgery has been a lead in factor 

for the development of robotic surgery. Navigation systems 

track objects with precision expressed as root mean square 
equalling even up to 0.15 mm. Application of navigation 

system combined with imaging technique makes surgical 

operations less invasive, which results in the reduced risk of 

infection, smaller scar and a shorter time of rehabilitation. 

Imaging techniques allow surgeon to create individual virtual 

models for virtual surgery planning. Navigation system tracks 

the positions of surgical tools in relation to the patientôs 

coordinate systems. Medical imaging enables low-invasive 

surgery, whereas the position of surgical instruments is 

monitored on screen. 

 
 

 

II. OBJECTIVES 

¶ To overcome the daunting challenges in terms of 

visualization and hand-eye co-ordination by 

minimally invasive surgeon 

¶ To improve surgical accuracy, reliability and to allow 

the surgeons to retain ultimate control of the 

procedure and to avoid prolong time in the operating 

room 

III.  HISTORY 

The first attempts in 3D mapping/navigation of human tissues 

were made by V. Horsley and R. Clarke in 1906. They have 

built a rectangular stereotactic headframe that had to be fixed 
to the head. It was based on cartesian principles and allowed 

them to accurately and reproductibly guide needle-like 

electrodes for neurophysiological experiments. They have 

experimented animals and were able to contribute to the 

mapping of the cerebellum. Improved versions of the 

HorsleyïClarke apparatus are still in used today in 

experimental neurosurgery. 

 

The first stereotactic device for humans was also developed in 

neurosurgery, by E. Spiegel and H. Wycis in 1947. It was 

used for surgical treatment of Parkinson's disease and, during 

time, its applicability was extended for the surgical treatment 
of tumors, vascular malformations, functional neurosurgery 

etc. The system was based both on headframes and X-ray 

images taken for all three planes of space. 

 

 
Fig. 1 Stereotactic Headframes. 
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Fig. 2Halo rings 

 

Further development of stereotactic surgery was made by 

Brown, Roberts and Wells in 1980.They have developed a 

halo ring that was applied on the skull, during a CT scan and 

neurosurgical interventions. This method provided improved 

surgical guidance and was in fact the first development of 

computer guided surgery. 

Patient image registration for the head area has developed for 
nearly two decades on the same principle of combining CT 

scans with mechanical reference devices such as headframes 

or halo rings. But the clinical experience showed that 

headgear is very uncomfortable to wear and even impossible 

to apply on little children, because their lack of cooperation; 

furthermore, the headframes can create artifacts in 

preoperative data gathering, or during surgery. 

 

IV. METHODOLOGY 

 

A. General Principles 

 

1) Creating A Virtual Image Of The Patient:   

The most important component for Computer assisted 

navigation surgery is the development of an accurate model of 

the patient. This can be conducted through a number of 

medical imaging technologies including CT, MRI, x-rays, 

ultrasound plus many more. For the generation of this model, 

the anatomical region to be operated has to be scanned and 

uploaded into the computer system. It is possible to employ a 

number of scanning methods, with the datasets combined 

through data fusion techniques. The final objective is the 
creation of a 3D dataset that reproduces the exact geometrical 

situation of the normal and pathological tissues and structures 

of that region. Of the available scanning methods, the CT is 

preferred, because MRI data sets are known to have 

volumetric deformations that may lead to inaccuracies. An 

example data set can include the collection of data compiled 

with 180 CT slices that are 1 mm apart, each having 512 by 

512 pixels. The contrasts of the 3D dataset  (with its tens of 

millions of pixels) provide the detail of soft vs. hard tissue 

structures, and thus allow a computer to differentiate, and 
visually separate for a human, the different tissues and 

structures. The image data taken from a patient will often 

include intentional landmark features, in order to be able to 

later realign the virtual dataset against the actual patient 

during surgery. See patient registration. 

 

2) Image Analysis And Processing: 

Image analysis involves the manipulation of the patientôs 3D 

model to extract relevant information from the data. Using the 

differing contrast levels of the different tissues within the 

imagery, as examples, a model can be changed to show just 
hard structures such as bone, or view the flow of arteries and 

veins through the brain. 

 

3) Diagnostic, Preoperative Planning, Surgical 

Simulation: 

Using specialized software the gathered dataset can be 

rendered as a virtual 3D model of the patient, this model can 

be easily manipulated by a surgeon to provide views from any 

angle and at any depth within the volume. Thus the surgeon 

can better assess the case and establish a more accurate 

diagnostic. Furthermore, the surgical intervention will be 

planned and simulated virtually, before actual surgery takes 
place. Using dedicated software, the surgical robot will be 

programmed to carry out the pre-planned actions during the 

actual surgical intervention. 

 

4) Surgical Navigation: 

In computer-assisted surgery, the actual intervention is 

defined as surgical navigation. Using the surgical navigation 

system, the surgeon will use special instruments, which are 

connected to the navigation system to touch an anatomical 

position on the patient. This position is simultaneously shown 

in the images taken from this patient. The surgeon can thus 
use the instrument to 'navigate' the images of the patient by 

moving the instrument. 

 

5)  Robotic Surgery: 

Robotic surgery is a term used for correlated actions of a 

surgeon and a surgical robot (that has been programmed to 

carry out certain actions during the preoperative planning 

procedure). A surgical robot is a mechanical device (generally 

looking like a robotic arm) that is computer controlled. 

Robotic surgery can be divided into three types, depending on 

the degree of surgeon interaction during the procedure: 

supervisory-controlled, telesurgical, and shared-control. In a 
supervisory-controlled system, the procedure is executed 

solely by the robot, which will perform the pre-programmed 

actions. A telesurgical system, also known as remote surgery, 

requires the surgeon to manipulate the robotic arms during the 

procedure rather than allowing the robotic arms to work from 

a predetermined program. With shared-control systems, the 

surgeon carries out the procedure with the use of a robot that 

offers steady-hand manipulations of the instrument. In most 

robots, the working mode can be chosen for each separate 
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intervention, depending on the surgical complexity and the 
particularities of the case. 

 

V. SYSTEMS AND METHODS 

 

1) Navigation System: 

Fig. 1 shows the configuration of the navigation system. The 

system consists of an image acquisition device (CT or MRI), 

optical position tracking device and main PC for data 

segmentation, communication and other computational tasks. 

The patient is scanned by X ray CT or MRI and 3D voxel data 

is sent to the main PC through RS232C. The data is then 
segmented and reconstructed as a 3D surface model. Patient to 

image registration is done prior to the operation. During the 

operation, the tracking device reads the positions of optical 

markers on the surgical tool and sends them to the main PC 

where the toolôs orientation and the position of its tip are 

computed so that surgeons can know its correct position 

during operation. These processes are all controlled by the 3D 

Slicer module. Another module separately handles the IV 

rendering so that the IV image can be updated as the surgeons 

manipulate the surface model. 

 

 
Fig. 3 System configuration. 

 

2) Flow Of Surgery: 

Prior to the operation, a 3D model to be used for navigation is 

created from the CT data. Objects of interest are segmented 
from the data set on the basis of the pixelsô values. Depending 

on the complexity of the object interest, the segmentation can 

be done automatically or semi-automatically. At this point, 

surgeons can locate the target or critical tissues (vessels, 

nerves) and plan the surgical path to avoid those parts. The 

next task is to register the 3D model to the patient, which is 

called patient-to-image registration. The most common way to 

do this is to plant markers directly on the patientôs body and 

perform multi-point registration. This method is effective but 

planting a marker on patient increases the invasive aspect of 

the surgery. Here, we shall assume that a minimally invasive 
registration method is to be used. By recording a set of surface 

data and comparing it with the surface model, patient-to-

image registration can be done accurately and less invasively. 

During the operation, images are displayed on normal and IV 

displays. Although the 3D structure is properly reproduced in 

the IV images, we still need a normal display for other 
information such as the distance to the target and the current 

position and orientation of the tool. Furthermore, the spatial 

resolution of the IV image is limited, and small tissues might 

be properly visualized. For that reason, we built a 

synchronized display system that simultaneously displays 

normal and IV images. 

 

3) Patient-Image Registration: 

When the registration toolôs tip touches the bone surface, 3D 

information about the surface is acquired and compared with 

the 3D surface model of the bone. A registration matrix 
between the two surfaces is computed using iteration closest 

point (ICP) algorithm developed by Besl and Mckay after the 

initial registration is done. After the transformation, the 

positional relation between the bone and surgical tool will be 

accurate enough so that surgeons can know the correct 

position of the tool during the operation. 

Patient registrationis the concept and set of methods 

needed to correlate the reference position of a virtual 3D 

dataset gathered by computer medical imaging with the 

reference position of the patient. This procedure is crucial in 

computer assisted surgery, in order to insure the 

reproducitibility of the preoperative registration and the 
clinical situation during surgery. The use of the term "patient 

registration" out of this context can lead to confusion with the 

procedure of registering a patient into the files of a medical 

institution. 

 

i. How Patient Image Registration Is Performed?: In 

computer assisted surgery, the first step is to gather a 3D 

dataset that reproduces with great accuracy the geometry 

of the normal and pathological tissues in the region that 

has to be operated on. This is mainly obtained by using 

CT or MRI scans of that region. The role of patient 
registration is to obtain a close-to-ideal reference 

reproducitibility of the dataset ï in order to correlate the 

position (offset) of the gathered dataset with the patient's 

position during the surgical intervention. 

 Patient registration, 

¶ Eliminates the necessity of maintaining the same 

strict position of the patient during both preoperative 

scanning and surgery  

¶ Provides the surgical robot the necessary reference 

information to act accurately on the patient, even if 

he has (been) moved during the intervention 

 
4)  3d-Integral Videography  

 

IV records and reproduces 3-D images by using a micro 

convex lens array and a high-pixel-density flat display, e.g., 

an LCD display. This display is usually placed at the focal 

plane of the lens array so that light rays from the 

corresponding pixels will converge and form a single dot in 

physical space (Fig. 3). Many types of data can be processed 

to produce IV images of 3D objects. Here, we discuss the two 
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main methods of making IV, the volume ray-casting method 
and the pixel distribution method. 

 

 
Fig. 4. Principle of integral videography;  

(a) Computer generated elemental images. (b) IV image spatial 

formation. 

 

The volume ray-casting method directly processes the volume 

data (CT, MRI, US). It is basically an extended volume 

rendering method in which a light ray must go through a 

micro lens before intersecting with the screen.  

 
The pixel distribution method constructs an IV image from a 

set of multi-view images acquired by geometrically based 

surface rendering. This method processes CG surface models, 

and therefore, it can produce high-quality images with 

manyvisual effects. In addition, peripheral devices such as 

surgical tools can be visualized in the IV image as a simple 

CG model. For these reasons, our system uses pixel 

distribution as the primary method for rendering IV images. 

 

VI. APPLICATIONS 

 
Computer assisted surgery is the beginning of a revolution in 

surgery. It already makes a great difference in high precision 

surgical domains, but it is also used in standard surgical 

procedures. 

 

1) Computer Assisted Orthopaedic Surgery (Caos) 

 

The application of robotic surgery is widespread in 

orthopaedics, especially in routine interventions, like total hip 

replacement. It is also useful in pre-planning and guiding the 

correct anatomical position of displaced bone fragments in 
fractures, allowing a good fixation by osteosynthesis. Early 

CAOS systems include the HipNav, OrthoPilot, and 

Praxim.Computer-assisted orthopaedic surgeryis a discipline 

where computer technology is applied pre-, intra- and/or post-

operatively to improve the outcome of orthopedic surgical 

procedures. CAOS is an active research discipline which 

brings together orthopaedic practitioners with traditionally 

technical disciplines, such as engineering, computer science 

and robotics. The principal idea behind CAOS is that 

operative outcomes will be improved through the use of 

computer technology. Taking the example of joint 

replacement, the task of the surgeon is to integrate the new 

joint components into the patient's existing anatomy; CAOS 
technologies allow the surgeon to:- 

Å Plan the component placement in advance, including 

determination of the appropriate component sizes. 

Å Measure the intra-operative placement of the components in 

real time, making sure that the plan is adhered to. 

Å Measure the post-operative result. 

 

It has not yet been proved that CAOS technologies result in a 

significant long-term improvement in operative outcome. 

Whilst the surgeon (or even medical students in laboratory 

studies) can achieve better results in terms of planned vs. 
achieved placement of components, it is not clear whether the 

plan has been constructed optimally.  

 

Further, because of the functional adaptability of bone, errors 

in component placement may become unimportant in the long 

term. Because of the relatively short time period over which 

CAOS has developed, long-term follow-up studies have not 

yet been possible. With CAOS, the surgeon can more 

accurately pinpoint anatomical landmarks that might be hard 

to see in a small incision. This navigation system then guides 

the surgeon through different bone cuts and finally to 

implantation. Computer-assisted orthopaedic surgery is mostly 
used in knee implant surgery because of the precision the 

surgeon gets with femoral and tibial bone cuts. It is also used 

to navigate acetabular components placement where correct 

cup inclination is crucial. Computer-assisted orthopaedic 

surgery is a system where a computer interacts with body 

parts via infrared lights and gate detectors. There are systems 

that require C-Arm images or CAT scans and the newest and 

most evolved systems are imageless systems, this means that 

no pre scans of any kind are necessary. The imageless systems 

are far less complicated, are lower cost and more patient 

friendly since the pre scans are not necessary. The imageless 
systems will also bring down operation time. The negative 

aspect of imageless systems is that they might be less 

accurate. 

 

2) 5.2 Computer Assisted Neurosurgery 

 

Tele-manipulators have been used for the first time in 

neurosurgery, in the 1980s. This allowed a greater 

development in brain microsurgery, increased accuracy and 

precision of the intervention. It also opened a new gate to 

minimally invasive brain surgery, furthermore reducing the 

risk of post-surgical morbidity by accidentally damaging 
adjacent centres. 

 

3) Computer Assisted Oral And Maxillofacial Surgery 

 

Bone segment navigation is the modern surgical approach in 

orthognathic surgery (correction of the anomalies of the jaws 

and skull), in temporo-mandibular joint (TMJ) surgery, or in 

the reconstruction of the mid-face and orbit. It is also used in 

implantology where the available bone can be seen and the 

position, angulation and depth of the implants can be 

http://www.ijettjournal.org/


National Conference on Engineering Trends in Medical Science ï NCETMS - 2014 

ISSN: 2231-5381                        http://www.ijettjournal.org Page 31 
 

simulated before the surgery. During the operation surgeon is 
guided visually and by sound alerts. IGI (Image Guided 

Implantology) is one of the navigation systems which use this 

technology. 

 

4) Computer Assisted Ent Surgery 

 

Image-guided surgery and computer assisted navigation 

surgery in ENT commonly consists of navigating preoperative 

image data such as CT or cone beam CT to assist with 

locating or avoiding anatomically important regions such as 

the optical nerve or the opening to the frontal sinuses. For use 
in middle-ear surgery there has been some application of 

robotic surgery due to the requirement for high-precision 

actions. 

5)  Computer Assisted Visceral Surgery 

 

With the advent of Computer assisted surgery, great 

progresses have been made in general surgery towards 

minimal invasive approaches. Laparoscopy in abdominal and 

gynecologic surgery is one of the beneficiaries, allowing 

surgical robots to perform routine operations, like 

colecystectomies, or even hysterectomies. In cardiac surgery, 

shared control systems can perform mitral valve replacement 
or ventricular pacing by small thoracotomies. In urology, 

surgical robots contributed in laparoscopic approaches for 

pyeloplasty or nephrectomy or prostatic interventions. 

 

6) Computer Assisted Radiosurgery 

 

Radiosurgery is also incorporating advanced robotic systems. 

CyberKnife is such a system that has a lightweight linear 

accelerator mounted on the robotic arm. It is guided towards 

tumor processes, using the skeletal structures as a reference 

system (Stereotactic Radiosurgery System). During the 
procedure, real time X-ray is used to accurately 

position the device before delivering radiation beam. 

 

VII.  ADVANTAGES  

 

¶ The surgeon can easily assess most of the surgical 

difficulties and risks and have a clear idea about how 

to optimize the surgical approach and decrease 

surgical morbidity. 

¶ During the operation, the computer guidance 

improves the geometrical accuracy of the surgical 

gestures and also reduces the redundancy of the 
surgeonôs acts. This significantly improves 

ergonomics in the operating theatre, decreases the 

risk of surgical errors and reduces the operating time. 

 

¶ It enhance surgeonôs capability to carry out various 

ñminimally invasiveò surgical procedures. 

¶ Faster, easier and steadier surgery. 

¶ More accurate. 

¶ Enhanced visualisation. 

¶ Less pain to patient. 

¶ Shorter recovery time. 

¶ Shorter hospital stays. 

REFERENCES 

 

[1] Interactive 3D Navigation System for Image-guided Surgery.  

[2] Huy Hoang Tran1, Kiyoshi Matsumiya1, Ken Masamune1, Ichiro 

Sakuma2, 3, hi1 and Hongen Liao2, 3. The International Journal of 

Virtual Reality, 2009, 8(1): 9-16 

[3] Fluoroscopy-based Navigation System in Orthopaedic Surgery. 

[4] Merloz Ph (1), Troccaz J (2), Vouaillat H (1), Vasile Ch (1), Tonetti J 

(1), Eid A (1),                      Plaweski S (1). 

[5] Navigating Inner Space: 3-D Assistance for Minimally Invasive 

Surgery. 

[6] Darius Burschka, Jason J. Corso, Maneesh Dewan, William Lau, Ming 

Li, Henry Lin, Panadda Marayong, Nicholas Ramey, Gregory D. Hager 

1), Brian Hoffman, David     Larkin, and Christopher Hasser.2). 

[7] Navigation in Endoscopic Soft Tissue Surgery -Perspectives and 

Limitations. 

[8] M. Baumhauer, M. Feuerstein, H.P. Meinzer, and J. Rassweiler. 

[9]  Improving surgical precision ï application of navigation system in 

orthopedic surgery. Ewelina świŃtek-Najwer1,*, Romuald BňdziŒski1, 

Paweğ Krowicki1, Krzysztof Krysztoforski1, Peter Keppler2, Josef 

Kozak3. 

[10]  Acta of Bioengineering and Biomechanics Vol. 10, No. 4, 2008 

[11] Surgical wayfinding and navigation processes in the human body. 

[12] Thomas Stu¨ deli.(2009) 

[13] Media related to Computer assisted surgery at Wikimedia Commons. 

[14] Computer-assisted Surgery- http://knowcas.com 

[15] Computer-assisted Surgery: An Evolving Technology 

http://www.healio.com/journals/ortho/%7B4ee571ab-8cc6-4a0d-8f60 

39c0f8663f5d%7D/computer-assisted-surgery-an-evolving-

technology?fulltext=1 

[16] Evolution of concept of Computer-assisted Surgery, History, etc 

http://link.springer.com/article/10.1007%2F978-3-540-

686279_2/lookinside/000.png 

[17] Why Computer-assisted Surgery, applications, advantages & ethical 

issues http://www.aboutstryker.com/hip/expectations/risks-

complications.php 

 

 

 

 

 

 

 

http://www.ijettjournal.org/
http://knowcas.com/
http://www.healio.com/journals/ortho/%7B4ee571ab-8cc6-4a0d-8f60-39c0f8663f5d%7D/computer-assisted-surgery-an-evolving-technology?fulltext=1
http://link.springer.com/article/10.1007%2F978-3-540-686279_2/lookinside/000.png
http://link.springer.com/article/10.1007%2F978-3-540-686279_2/lookinside/000.png
http://www.aboutstryker.com/hip/expectations/risks-complications.php
http://www.aboutstryker.com/hip/expectations/risks-complications.php


National Conference on Engineering Trends in Medical Science ï NCETMS - 2014 

 

ISSN: 2231-5381                                http://www.ijettjournal.org Page 32 
 

 

Advanced Wireless Communication 
Pravin R. Ghawghave

#1
, Nilesh G.  Khanderao

*2
 

#Studentof Biomedical engineering Departmentof AmravatiUniversity 

Yavatmal, India 

 

Abstractð 4G is the next generation of wireless networks that 

will totally replace 3G networks. It is supposed to provide its 

customers with better speed and all IP based multimedia 

services. 4G is all about an integrated, global network that will 

be able to provide a comprehensive IP solution where voice, data 

and streamed multimedia can be given to users on an "Anytime, 

Anywhere" basis. 4G presents a solution of this problem as it is 

all about seamlessly integrating the terminals, networks and 

applications. Wi -Fi is a kind of new technology about wireless 

broadband access. Compared with conventional wireless 

technologies, it has faster speed, wider range and better security.  

            In this paper, the concepts and characteristics of Wi- Fi 

are introduced and to highlight the benefits, challenges in 

deployment and scope of 4G technologies. 

 

Keywordsð4G mobile communication, CRE, Internet telephony, 

CDMA, FDMA, packet radio networks, TDMA,  Ad-hoc, 

Infrastructure, W - LAN, Wi -Fi, Construction of the network. 
 

I. INTRODUCTION 

The major expectation from the fourth generation (4G) of 

wireless communication networks is to be able to handle 

much higher data rates which will be in the range of 1Gbits in 

WLAN environment and 100Mbits in cellular networks [1]. A 
user, with large range of mobility, will access the network and 

will be able to seamlessly reconnect to different networks 

even within the same session. The spectra 

Allocation is expected to be more flexible and even flexible 

spectra shearing among the different sub networks is 

anticipated. In such, so called composite radio environment 

(CRE), there will be need for more adaptive and 

reconfigurable solutions on all layers in the network. In other 

words there will be need for adaptive link, MAC [6], network 

and TCP layer including cross layer optimization. This also 

refers to mobility management and adaptive radio resource 

management. The composite radio environment will include 
presence of WLAN, cellular mobile networks, digital 

audioand video broadcasting, satellite, mobile ad hoc and 

Sensor networks. Within the more advanced solutions focus 

will be on active networks [2],[3] including programmable 

networks, [7],[8] evolution to 4G wireless networks, 

programmable 4G mobile network architecture, cognitive 

packet networks, the random neural networks based 

algorithms, game theory models in cognitive radio networks, 

cognitive radionetworks as a game and biologically inspired 

networks including bionet architectures [9]. The networks 

management will deal with topics such as self-organization in 

4G networks, mobile agent based network management [4], 

mobile agent platform, mobile agents in multi-operator 

networks, integration of routing algorithm and mobile agents 

and ad hoc network management. The network information 

theory [10],[11] has become an important segment of the 
research dealing with effective and transport capacity of 

advanced cellular network, capacity of ad hoc networks, 

information theory and network architectures, cooperative 

transmission in wireless multi-hop ad hoc networks, network 

coding, capacity of wireless networks using MIMO 

technology and capacity of sensor networks with many to one 

transmissions. In addition, energy efficient wireless networks 

and QoS management will be also in the focus of research.  

 
II. 4G NETWORKS AND COMPOSITE RADIO 

ENVIRONMENT 

 In the wireless communications community we are 

witnessing more and more the existence of the compositeradio 

environment (CRE)and as a consequence the need for 

Reconfigurability concepts. The CRE assumes that different 

radio networks can be cooperating components in a 

heterogeneous wireless access infrastructure, through which 

network providers can more efficiently achieve the required 

capacity and QoS levels. Reconfigurability enables terminals 
and network elements to dynamically select and adapt to the 

most appropriate radio access technologies for handling 

conditions encountered in specific service area regions and 

time zones of the day. Both 

Concepts pose new requirements on the management 

of wireless systems. Nowadays, multiplicities of radio access 
technology (RAT) standards are used in wireless 

communications. As shown in Fig. 1, these technologies can 

be roughly categorized into four sets: 

Cellular networks that include second generation 

(2G) mobile systems, such as Global system for Mobile 

Communications (GSM) [6], and their evolutions, often called 

2.5G systems, such asenhanced digital GSM evolution 

(EDGE), General Packet Radio Service (GPRS) [3] and IS 

136 in US. These systems are based on TDMA technology. 

Third-generation (3G) mobile networks, known as Universal 

MobileTelecommunications Systems (UMTS) (WCDMA and 
cdma2000) [6] are based on CDMAtechnology that 

providesup to 2Mbit/s. In these networks 4G solutions are 

expected to provide up to 100 Mbit/s. The solutions will be 

based on combination of multicarrier (including MC CDMA) 

and space time signal formats. The network architectures 

include macro, micro and Pico cellular networks and home 

(HAN) and personal aria networks (PAN). Short range 

communications will be using ultra wid band (UWB) 

communications. 
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Broadband radio access networks (BRANs) or 

wireless local area networks (WLANs), which are expected to 

provide up to 1Gbit/s in 4G. These technologies are based on 
OFDMA and space time coding 

 
Fig. 1 Composite radio environment in 4G networks 

 
Digital voice and video broadcasting (DVB) [5] and satellite 

communications will be suing OFDMA signaling formats.Ad 
hoc and sensor networks with emerging applications. 

Although 4G is open for new multiple access schemes, the 

CRE concept remains attractive for increasing the service 

provision efficiency and the exploitation possibilities of the 

available RATs. The main assumption is that the different 

radionetworks, GPRS, UMTS, BRAN/WLAN, DVB, and so 

on, can be components of a heterogeneous wireless access 

infrastructure. Anetwork provider (NP) can 

ownseveralcomponents of the CR infrastructure (in 

otherwords, canown licenses for deploying and operating 

different RATs), and can also cooperate with affiliated NPs. 

In any case, an NP can rely on several alternate radio 
networks andtechnologies, for achieving the required capacity 

and quality of service (QoS) levels, in a cost-efficient manner. 

Users are directed to the most appropriate radio networks and 

technologies, at different service area regions and time zones 

of the day, based on profile requirements and network 

performance criteria. The management system in each 

network manages a specific radio technology; however, the 

platforms can cooperate. The fixed (core and backbone) 

network will consists of public and private segments based on 

IPv4 and IPv6-based infrastructure. Mobile IP (MIP) will 
enable the maintenance of IP-level connectivity regardless of 

the likely changes in the underlying radio technologies used 

that will be imposed by the CRE concept. 

 

 
 

Fig. 2 depicts the architecture of a terminal that isCapable of operating in a 

CRE context. 

 
The terminals include software and hardware components 

(layer 1 and 2 functionalities) for operating with different 

systems. The higher protocol layers, in accordance with their 

peer entities in the network, support continuous access to IP-

based applications. Different protocol boosters can further 
enhance the efficiency of the protocol stack. Most 

communications networks are subject to time and regional 

variations in traffic demands, which lead to variations in the 

degree to which the spectrum is utilized. Therefore, a 

serviceôs radio spectrum can be underused at certain times or 

geographical areas, while another service may experience a 

shortage at the same time/place. Given the high economic 

value placed on the radio spectrum and the importance of 

spectrum efficiency, it is clear that wastage of radio spectrum 

must be avoided. These issues provide the motivation for a 

scheme called dynamic spectrum allocation(DSA), whichaims 
to manage the spectrum utilized by a converged radio system 

and share it between participating radio networks over space 

and time to increase overall spectrum efficiency as shown in 

Fig. 3. 
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Fig. 3Architecture of a terminal that operates in a composite radio 

environment 

 
Composite radio systems and reconfigurability, 

discussed above, are potential enablers of DSA systems. 

Composite radio systems allow seamless delivery of services 

through the most appropriate access network, and close 

network cooperation can facilitate the sharing not only of 

services, but also of spectrum. Figure3. Fixed spectrum 

allocation compared to contiguous and fragmented DSA. 
 

 

III.  PROTOCOL BOOSTERS 

As pointed out in Fig. 2, elements of the reconfiguration 

in 4G networks are protocol boosters.A protocol booster is a 

software or hardware module that transparently improves 
protocol performance. The booster can reside anywhere in the 

network or end systems, and may operate independently (one-

element booster), or in cooperation with other protocol 

boosters (multi-element booster). Protocol boosters provide an 

architectural alternative to existing protocol adaptation 

techniques, such as protocol conversion. 

A protocol booster is a supporting agent that by itself is 

not a protocol. It may add, delete, or delay protocol messages, 

but never originates, terminates, or converts that protocol. A 

multi-element protocol booster may define new protocol 

messagesto exchange among themselves, but these protocols 
are originated and terminated by protocol booster elements, 

and are not visible or meaningful external to the booster. 

 
Fig. 4 shows the information flow in a generic two element booster. 

A protocol booster is transparent to the protocol 

being boosted. Thus, the elimination of a protocol booster will 

not prevent end-to-end communication, as would, for 
example, the removal of one end of a conversion (e.g., TCP/IP 

header compression unit [5]. In what follows we will present 

examples of protocol boosters. 

 

IV. WI-FI (WIRELESS FIDELITY) 

Wireless Technology is an alternative to Wired 

Technology, which is commonly used, for connecting devices 

in wireless mode. Wi-Fi (Wireless Fidelity) is a generic term 

that refers to the IEEE 802.11 communications standard for 

Wireless Local Area Networks (WLANs).Wi-Fi Network 

connects computers to each other, to the internet and to the 
wired network. 

The Wi-Fi was invented in 1991 by NCR 

Corporation with speed 1Mb\s -2Mb\s. 

Vic Hayes has been named as father of   Wi-Fi. 

 Europe leads Wireless phone technology. U.S.  Lead in Wi-Fi 

systems. 

 

A. Wi-Fi: How it works 

The typical Wi-Fi setup contains one or more Access 

Points (APs) and one or more cliets. An AP broadcasts its 

SSID (Service Set Identifier, "Network name") via packets 

that are called beacons, which are broadcast every 100 ms. 
The beacons are transmitted at 1 Mbit/s, and are of relatively 

short duration and therefore do not have a significant 

influence on performance. Since 1 Mbit/s is the lowest rate of 

Wi-Fi it assures that the client who receives the beacon can 

communicate at least 1 Mbit/s. based on the settings (e.g. the 

SSID), the client may decide whether to connect to an AP. 

Also the firmware running on the client Wi-Fi card is of 

influence. Say two APs of the same SSID are in range of the 

client, the firmware may decide based on signal strength to 

which of the two 

 
APs it will connect. The Wi-Fi standard leaves 

connection criteria and roaming totally open to the client. This 

is strength of Wi-Fi, but also means that one wireless adapter 

may perform substantially better than the other. Since Wi-Fi 

transmits in the air, it has the same properties as a non-

switched ethernet network. Even collisions can therefore 

appear like in non-switched ethernet LAN's. Channels Except 
for 802.11a, which operates at 5 GHz, Wi-Fi uses the 

spectrum near 2.4 GHz, which is standardized and unlicensed 

by international agreement although the exact  frequency 

allocations vary slightly in different parts of the world, as does 

maximum permitted power. However, channel numbers are 

standardized by frequency throughout the world, so authorized 

frequencies can be identified by channel numbers. The 

frequencies for 802.11 b/g span 2.400 GHz to 2.487 GHz. 

Each channel is 22 MHz wide and 5 MHz spacers between the 

channels are required. With the required spacers, only 3 

channels (1,6, and 11) can be used simultaneously without 
interference.  
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B. Examples of Standard Wi-Fi Devices 

 

1) Wireless Access Point (WAP): 
A wireless access point (AP) connects a group of wireless 

stations to an adjacent wired local area network (LAN). An 

access point is similar to an ethernet hub, but instead of 

relaying LAN data only to other LAN stations, an access point 

can relay wireless data to all other compatible wireless 

devices as well as to a single (usually) connected LAN device, 

in most cases an ethernet hub or switch, allowing wireless 

devices to communicate with any other device on the LAN.  

 
2) Wireless Routers: 

A wireless router integrates a wireless access point with an 

ethernet switch and an ethernet router. The integrated switch 

connects the integrated access point and the integrated 

ethernet router internally, and allows for external wired 

ethernet LAN devices to be connected as well as a (usually) 

single WAN device such as a cable modem or DSL modem. A 

wireless router advantageously allows all three devices 

(mainly the access point and router) to be configured through 
one central configuration utility, usually through an integrated 

web server. However one disadvantage is that one may not 

decouple the access point so that it may be used elsewhere.  

 

3) Wireless Ethernet Bridge: 

A wireless Ethernet bridge connects a wired network to a 

wireless network. This is different pointfrom an accessin the 

sense that an access point connects wirelessdevices to awired 

network at the data-link layer. Two wireless bridges may be 

used to connect two wired networks over a wireless link, 

useful in situations where a wired connection may be 
unavailable, such as between two separate homes. 

 
4) Range Extender: 

A wireless range extender (or wireless repeater) can 

increase the range of an existing wireless network by being 

strategically placed in locations where a wireless signal is 

sufficiently strong and near by locations that have poor to no 
signal strength. An example location would be at the corner of 

an L shaped corridor, where the access point is at the end of 

one leg and a strong signal is desired at the end of the other 

leg. Another example would be 75% of the way between the 

access point and the edge of its useable signal. This would 

effectively increase the range by 75%.  

 

5) Wi-Fi vs. cellular: 

Some argue that Wi-Fi and related consumer technologies 

hold the key to replacing cellular telephone networks such as 

GSM. Some obstacles to this happening in the near future are 
missing roaming and authentication features (see 802.1x, SIM 

cards and RADIUS), the narrowness of the available spectrum 

and the limited range of Wi-Fi. It is more likely that WiMax 

will compete with other cellular phone protocols such as 

GSM, UMTS or CDMA. However, Wi-Fi is ideal for VoIP 

applications e.g. in a corporate LAN or SOHO environment. 

Early adopters were already available in the late '90s, though 

not until 2005 did the market explodes. Companies such as 

Zyxel, UT Starcomm, Sony, Samsung, Hitachi and many 
more are offering VoIP Wi-Fi phones for reasonable prices 

 

MEDICAL APPLICATION OF ADVANCED WIRELESS 

COMMUNICATION 

 
A. Wi-Fi  

 

These unlicensed technologies are commonly used with 

cell phones, handheld devices and personal computers, but can 

also be used for implanted or body-worn medical devices. 

These devices operate in the 902-928, 2400-2483.5 and 5725-

5850 MHz bands at distances up to a few hundred feet. 

 
B. Patient Monitoring System 

 

Repeated or continuous observations or measurements of 

the patient, his or her physiological function, and the function 

of life support equipment, for the purpose of guiding 

management decisions, including when to maketherapeutic 

interventions, and assessment of those interventions. 

 
C. Army Building 4G CommunicationSystem For Wounded 

Warrior Care 

 

Medics are often faced with wounded soldiers that need 

immediate attention that only a trained surgeon can help with. 

Moreover, once the surgeon finally gets his hands on the 

patient, knowing the background of the injury and the 

subsequent medical details can dramatically speed up 

initialization of proper care. Additionally, triaging multiple 

injuries in the field by deciding who gets the medevac first 
can be improved if doctors at the hospital have a good sense 

of what the status of the wounded is. 

The Army is working on a system that can manage patient 
data from injury site to recovery, including providing live 

audio/video communication for medics in the field. The 

system relies on a number of devices and 4G cellular 

networking to send vitals to and communicate with the doctor 

while everything is being recorded for further review. Surely a 

similar system can be translated for use for civilian care and 

integrated into ambulances and clinics.  
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Abstract:  
Now a days we facing very critical situation for electricity 
in form of load shading therefore we must need to save 
power as much as possible but the question is how to do it 
without changing the daily needs the answer is use as much 
energy as we need for the situation. 
Like nearly all dimmer circuits, the project describe here 
relies on phase angle control of the alternating voltage 
applied to the lamp. The process not only improves the life 

expectancy of the lamp, but also prevents unnecessary 
electromagnetic pollution in the direct vicinity of the 
dimmer. To be able to dim a lamp using phase angle 
control, it is necessary from the circuit to detect when the 
instantaneous level of the mains voltage equals zero volts. 
Wastage of power is not desirable in any system. So it is 
very much economic to have this arrangement so that 
power is not wastage during day time where manual 
operation possible.  

Key words:  AVR micro controller, Graphic LCD, RTC, 
Regulator IC 7805, ZCD IC MOC3021. 

 

Introduction:  
Now a day we are facing very critical situation for 

electricity in the form of load shading we observe 

that supply of electricity is not sufficient to satisfy the 

growing demand. In small town, there is load shading 
for 2 ï 3 hours. But in rural areas situation more 

critical.  People in villages face load shading for at 

least 8 ï 9 hours. Another 10 ï 15 years will be 

required to generate enough power to match the 

demand of electricity.  

So the only option we are left with is to save the 

power we are going to save the power by varying the 

intensity of light. So by implementing this process we 

can save a large amount of power and hence problem 

like load shading which is becoming critical day by 

day can be solved. 

Objective: 

¶ To make an innovative project this can save 

maximum amount of power. 

¶ To make a system that can control devices 

automatically. 

¶ To over the limitations of LDR and 

temperature sensors. 

¶ To built a system which can be easily 

handled. 

¶ To develop a smart project this can control 

intensity with respect to time. 

 

Background study: 
In country such as France, Germany, Belgium, UK 

and northern part of the US, street lights are burning 

and average of 4000 hours per year. Considering that 

the average wattage of the lamp is around 50 watts, 

considering that a 100000 inhabitant city contains 
about 18000 lamps such a city spend around 11 Giga 

watt hours. Considering that producing 1 kWh 

implies the emission of 340 grams of CO2, [1] the 

street lights of such a city are responsible for the 

emission of 3700 tons of CO2 in the atmosphere per 

year. 

Technologies and techniques now exist to: 

¶ Save electricity with outing impacting the 

lighting level perceived by citizen. 

¶ Automatically identify 99% of lamp and 

blast failure, saving on maintenance cost and 

increasing security.  

Block diagram and working: 

 

 
The block diagram comprises of power supply, an 

AVR micro controller which is the heart of the 
circuit; it control the operation of all the blocks, a 

zero cross detector, Triac, LCD, Real Time Clock, an 
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emergency light. A 230 volt 50 Hz power supply is 

connected to blocks. 

A 230 volt power supply is converted into 5 volt DC 

supply which is used for supplying the micro 

controller. The conversion is done with the help of a 

step down transformer which brings down the 230 
volts to 12 volt [2]. Now to convert this 12 volt AC 

into DC, we are using a rectifier circuit; further a 

capacitor is used to remove ripples. Now a constant 5 

volt DC supply is obtained using regulator IC. 

The power supply is connected to the ZCD (zero 

crossing detectors) as shown in the block diagram. It 

is a circuit that detects the zero cross of the input AC 

supply. The micro controller is 

Connected to the zero crossing detector, the micro 

controller, with the help of ZCD generates PWM 

(pulse width modulation), which is used for varying 

the intensity [3]. 
The micro controller is also connected to a real time 

clock and a LCD. The function of real time clock is 

to obtain real time. The LCD connected which shows 

different modes. The modes comprises of different 

intensity at different time as shown in the table 

below: 

Modes Time Intensity 

1 6 pm to  9 

pm 

80 % 

2 9 pm to  1 

am 

100% 

3 1 am to  4 

am 

60% 

4 4 am to  6 

am 

30% 

 
Future Scope: 

This project is helpful in bringing down load shading, 

and if further progresses are made in the project, it 

can be used for automation in industries. 

Software code can be made more efficient by 

including the condition for cloudy atmosphere and 
situation in which brightness drop down during day 

time. 

Manual setting of modes will not be required if code 

for varying day and night lengths during season 

change is included in software code. 

This project can be implemented by using GSM 

module and modes can be set by sending SMS 

through cellular phone. 

 

Conclusion: 

This project is very efficient in saving power. Use of 
Triac results in fast switching. This project has 

greater flexibility as different modes are set for 

different time period. As per the requirement modes 

can be adjusted. Whole project is automatic so, no 

supervision is required. AC power is controlled 

successfully. In case of power failure, RTC takes care 

of time and corresponding modes. So this project is 
efficient and , cheap and maintenance free.  
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Abstractð A brief survey of research in the development of 

autonomy in wheelchairs is presented and to build a series of 

intelligent autonomous wheelchairs is discussed. A standardized 

autonomy management system that can be installed on readily 

available power chairs which havebeenwell-engineered over the 

years has been developed and tested. A behaviour-based 

approach wasused to establish sufficient on-board autonomy at 

minimal cost and material usage, while achievinghigh efficiency, 

sufficient safety, transparency in appearance, and extendability. 

So far, the add-onsystem has been installed and tried on two 

common power wheelchair models. 

 

Keywordsð Wheelchairs,  Handicapped chairs, handy cycles. 

I. INTRODUCTION 

Improving life style of the physically challenged people 
to a great extent. In recent times there have been a wide range 

of assistive and guidance systems available in Wheelchair to 

make their life less complicated. In recent times there have 

been various control systems developing specialized for 

people with various disorders and disabilities. The systems 

that are developed are highly competitive in replacing the old 

traditional systems. There are many assistive systems using 

visual aids like Smart Wheelchair systems, Using Joystick and 

much more. There are even systems based on voice 

recognition too. The basic assisting using voice control is to 

detect basic commands using joystick or tactile screen. These 

applications are quite popular among people with limited 
upper body motility. There are certain drawbacks in these 

systems. They cannot be used by people of higher disability 

because they require fine and accurate control which is most 

of the time not possible. This paper reports the preliminary 

work in developing a wheelchair system that involves the 

movement of Head in directing the wheel chair. The system 

enables the patient to have command over the Wheelchair its 

direction of movement and will also sense the user about the 

obstacles in the path to avoid collision. This wheelchair helps 

the user to move in environments with ramps and doorways of 

little space. This work is based on previous research in 
wheelchairs must be highly interactive to enable the system to 

work most efficiently [5].  

With the accelerated rate of aging of the population being 

reported in many post-industrial countries, demand for more 

robotic assistive systems for people with physical ailments or 

loss of mental control is expected to increase. This is a 

seemingly major application area of service robots in the near 

future. For the past six years, we have been developing a 

range of autonomous mobile robots and their software using 

the behaviour-based approach. In our experience the 

behaviour-based approach allows developers to generate robot 

motions which are more appropriate for use in assistive 
technology than traditional Cartesian intelligent robotic 

approaches. In Cartesian robotics, on which most 

conventional approaches to intelligent robotics are based, 

"recognition" of the environment, followed by planning for 

the generation of motion sequence and calculation of 

kinematics and dynamics for each planned motion, occupy the 

centre of boththeoretical interest and practice. By adopting a 

behaviour-based approach wheelchairs can be built which can 

operate daily in complex real-world environments with 

increased performance inefficiency, safety, and flexibility, and 

greatly reduced computational requirements. In addition, 
improvements in the robustness and graceful degradation 

characteristics are expected from this approach. The system 

looks after both longitudinal (forward and backward) and 

angular (left and right) movements of the chair. In addition, 

we implemented on-board capability to carry out 

"recognition" of the environment followed by limited vocal 

interactions with the user, power wheelchair for use by people 

with various types and degrees of handicap based on our 

experience, methods used and some issues related to the 

application of the behaviour-based approach to realize an 

intelligent wheelchair and possibly other assistive 

technologies are discussed. A brief survey is also presented of 
other groups who are working in this area [2]. 

 
II. OBJECTIVES 

Automated wheelchairs that are equipped with sensors & 

data processing unit are termed as Smart Wheelchair. Our goal 

is to design and develop a system that allows the user to 
robustly interact with the wheelchair at different levels of the 

control and sensing. 

 
III.  SYSTEM CONFIGURATION 

A regular battery powered wheelchair produced and 

marketed inwas used asthe base of the first implementationof 

theconcept. A set of sensors, a computerizedautonomy 

management unit, andnecessaryharnesses were built. 

 
A. Planned functions of the chair 

 

1) Basic collision avoidance 

This is achieved by behaviours which monitor and 

respond to inputs from on-board CCD camerasor those which 
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respond to active infrared (IR) sensors. When the chair 

encounters an obstacle, it firstreduces its speed, and then 

depending on the situation it faces, stops or turns away from 
the obstacleto avoid hitting it. The obstacle can be inanimate 

(e.g., a column in a hallway, a light pole on thesidewalk, a 

desk, a standing human) or animate (a passerby, a suddenly 

opened door in its path, anapproaching wheelchair). 

Encountering a moving obstacle, the chair first tries to steer 

around it. If it cannot, it stops and backs off if the speed of the 

advancing obstacle is slow enough (e.g., 20centimeters per 

second). Otherwise, it stays put until the obstacle passes away. 

Thus, if the chairencounters another wheelchair, both chairs 

can pass each other smoothly as long as there is enoughspace 

in the passage for two chairs. A fast paced human usually does 
not affect the chairôs progressand at most causes the chair to 

temporarily slow down or steer away [6]. 

 

2) Passage through a narrow corridor: 

When surrounded by walls on each side of the path, as in 

a hallway, the chair travelsautonomously from one end to the 

other parallel to the walls [6]. 

 

3) Entry through a narrow doorway: 

The chair automatically reduces its speed and cautiously 

passes through a narrow doorway whichmay leave only a few 

centimetres of space on each side of the chair. Some types of 
ailment such asParkinsonôs disease or polio often deprive a 

human of the ability to adjust the joystick of a 

powerwheelchair through such a tight passage [4]. 

 

4) Manoeuvre in a tight corner: 

Similarly, when the chair is surrounded by obstacles (e.g., 

walls, doors, humans), it is oftendifficult to handle the 

situation manually. The autonomous chair should try to find a 

break in thesurroundings and escape the confinement by itself 

unless instructed otherwise by the user. 

 
5) Landmark-based navigation: 

Two CCD colour cameras on-board the chair are used for 

functions explained in (1), (2), and (3)above. They constantly 

detect the depth and size of free space ahead of the chair. The 

cameras arealso used to identify landmarks in the environment 

so that the chair can travel from its presentlocation to a given 

destination by tracing them.[6] An on-board topological map 

is used to describe thesystem of landmarks. 

 

B. Hardware structure 

 

As a standard powered wheelchair, model 760V has two 
differentially driven wheels and twofree front casters. 

Although they are designed to rotate freely around their 

vertical and horizontalaxis, these casters typically give 

fluctuations in delicate manoeuvres due to mechanical 

hysteresis thatexists in them because of design constraints (the 

rotating vertical shaft of the support structure ofthe caster 

cannot be at the horizontal centre of the caster). This 

sometimes causes the chair to wiggleparticularly when its 

orientation needs to be adjusted finely. Such fine adjustments 

are necessarytypically when a wheelchair tries to enter a 

narrow opening such as a doorway.The entire mechanical and 
electrical structure, the electronics, and the control circuitry of 

theoriginal power wheelchair were used without modification. 

The prototype autonomy managementsystem still allows the 

chair to operate as a standard manually controlled electric 

wheelchair usingthe joystick. The joystick can be used 

anytime to seamlessly override the control whenever the 

userwishes even in autonomy mode. additions to the chair 

were also kept to a minimum. AI components added to the 

chairwere made visually as transparent as possible [1]. Two 

processor boxes, one for vision-based behaviour generation 

and the other for non-vision behaviour generation are tacked 
neatly under the chairôs seat,hidden completely by the 

wheelchairôs original plastic cover. Sensors are hidden under 

the footrests,inside the battery case, and on other supporting 

structures. Only the two CCD cameras are a littlemore visible: 

they are attached to the front end of the two armrests for a 

good line of sight. A smallkeypad and miniature television set 

are installed temporarily over the left armrest to 

enterinstructions and for monitoring.The non-vision behaviour 

generator is based on a Motorola 68332 32-bit micro 

controller. Amulti-tasking, real-time operating system was 

developed and installed as the software framework.This 

combination gave the system the capability to receive real-
time signals from a large numberof sensors and to send drive 

outputs to the two motors which govern the wheels. The chair 

currentlyhas several bump sensors and 12 active infrared (IR) 

sensors which detect obstacles in close vicinity(less than 1 

meter) of the chair. Signals from the cameras are processed by 

a vision-based behaviour generation unit based on a DSP 

board[8].  

 
Fig. 1 Schematic Diagram 

 

C. Software structure 

 
Software for the vision system is also built according to 

behaviour basedprinciples. The major difference between this 

and conventional image processing is that itconsists of 

behaviours, each of which generates actual behaviour output 

to the motors. It can presentlydetect depth and size of free 

space, vanishing point, indoor landmarks, and simple motions 
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up to 10meters ahead in its path. Indoor landmarks are a 

segment of ordinary office scenery that naturallycomes in 

view of the cameras. No special markings are placed in the 
environment for navigation.There are also a large number of 

behaviours invoked by IRs and bumpers which 

collectivelygenerate finer interactions with the environment. 

Vision-based and non-vision behaviours jointlyallow the chair 

to proceed cautiously but efficiently through complex office 

spaces. Note that thereis no main program to coordinate 

behaviours.Currently, the autonomy program occupies about 

35 Kbytes for all of the vision relatedprocessing and 32 

Kbytes for other behaviour generation and miscellaneous 

computation. Of the 35Kbytes for vision related processing, 

only about 10 Kbytes are directly related to behaviour 
generation. The rest are involved in various forms of signal 

pre-processing: generation of depth map,calculation of the 

size of free space, estimation of the vanishing point, and 

detection of specificobstacles in the immediate front of the 

chair.Of the remaining 25 Kbytes, approximately 20 Kbytes 

are used in the neural network systemfor detecting landmarks 

and referencing a topological map [7]. The current 

implementation of thelandmark system consumes only 256 

Bytes per landmark, although this figure may change in 

thefuture as more sophisticated landmark description might 

become necessary. The current system has 

space for up to 64 landmarks but this can also be adjusted in 
future versions.Of the 32 Kbytes of non-vision processing 

(i.e., processing of inputs from IRôs , bump sensors,voice I/O, 

etc.), again no more than several Kbytes are spent for 

generating behaviours. A considerable amount of code 

hasbeen written to deal with trivial periphery, such as keypad 

interface, voice I/O, and LCD display.The comparable 

inefficiency of coding is because these non-behavioural 

processing had to be described in more conventional 

algorithms. 

 
IV. APPLICATIONS 

¶ Hospitals  

¶ Health care centres  

¶ Old age home  

¶ Physically handicapped individuals  

¶ In industries as robot to carry goods.  

¶ Automatic gaming toys.  

¶ Communication  

¶ Control of Mechanical systems  

¶ Sports  

¶ Feedback in Computer Based Learning environment 

 
V. ADVANTAGES & DISADVANTAGES 

A. Advantages 

 

Power wheelchairs, also referred to as electric 

wheelchairs, are a common aid to daily living for people who 

are disabled or elderly. Power wheelchairs provide many 

advantages for wheelchair-bound people. Many people who 

require a wheelchair find a power wheelchair offers more 

benefits than a bulky manual wheelchair.  

¶ Increased mobility, For disabled people who cannot 

use their arms to power a manual wheelchair, or for 

people who do not have the upper body strength to 

self-propel a manual wheelchair, power wheelchairs 

offer the ability to be mobile with the use of a joystick 

or mouthpiece, such as the sip and puff control 

described by Wheelchair.ca or a tongue-controlled 

wheelchair.  

¶ Increased Manoeuvreability, Power wheelchairs use 

casters that swivel a full 180 degrees to provide more 
manoeuvreability, especially in small areas, according 

to the Electric Wheelchairs Centre. Manoeuvreability 

is one of the key problems associated with wheelchair 

use. Power wheelchairs allow a disabled individual to 

get around tight spaces and move through smaller 

areas, which is especially beneficial at home.  

¶ Increased Physical Support, A power wheelchair can 

have the option to allow for more physical support, 

including adjustable seating such as tilt and recline. 

Power wheelchair users can also adjust the height of 
the chair to see their environment more clearly. Some 

power wheelchairs also have the option of elevation to 

help a person get to a standing position.  

¶ Increase disabledpeopleôs ability to live independently 

ï to enjoy the same choice, control and freedom as 

any other citizen ïat home, at work, and as members 

of the community.  

¶ Enable young disabled children and their families to 

enjoy Ăordinary  lives, through access to childcare, 

early education and early family support to enable 
them to care for their child effectively and remain 

socially and economically included;  

¶ Support disabled young people and their families 

through the transition to adulthood. Transition will be 

better planned around the needs of the individuals and 

service delivery will be smooth across the transition. 

¶ Increase the number of disabled people in 

employment while providing support and security for 

those unable to work.  

¶ Improving the life chances of disabled people.  

 

B. Disadvantages 

 

¶ The disadvantage faced by disabled people imposes 

significant economic and social costs.  

¶ Although power wheelchairs do have some 

disadvantages, many of them can be turned into 

advantages with extra money or additional features. 

Typically a power wheelchair will not fold up or 
come apart. Most individuals who need to travel may 

not have a van or larger vehicle to store the power 

wheelchair; therefore they will have to make other 
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plans. You may have to purchase an additional 

manual wheelchair for trips. Another option would 

be to spend more money on a power wheelchair and 
purchase one that folds ups or will disassemble fairly 

easily. The fold up power wheelchairs is available in 

most stores; however, they can cost quite a bit more 

than traditional power wheelchair.  

¶ Even since power wheelchairs have increased in 

popularity, there are still many disabled, injured, or 

elderly individuals who are unable to purchase a 

power wheelchair. The number one reason why an 

individual who would like to purchase a power 

wheelchair cannot is due to financial reasons. Before 

purchasing a power wheelchair or completely ruling 
one out, it is important to speak with insurance or 

Medicare representatives. Many individuals are not 

aware of the fact that if a wheelchair is advised by a 

doctor, it may be fully or partial covered. 

 

VI. FUTURE SCOPE 

¶ We can make a wheelchair which can be operated by 

a wireless remote. Output of sensor can be applied to 

wireless transmitter circuit and can received at 

wheelchair circuit by receiver circuitry. So wireless 

operation can reduce wiring arrangements.  

¶ Instead of using acceleration motion (Head 

Movement) we can use eye retina using optical 

sensor to move wheelchair in different direction. 

Using retina movement we would be able to drive a 

wheelchair.  

¶ We can use voice command IC to interface our voice 

signals with microcontroller. So computer interfacing 

may not be needed. The voice stored in IC could be 

sufficient to analyze speakerôs voice Command.  

¶ Researchers are going on development of handicap 

wheelchair using nervous system of human.  

 
VII.  CONCLUSIONS 

The wheelchairs based on commercially available motorized 

wheelchairs have been built using behaviour-based AI. The 

size of the software is significantly smaller than control 

programs for similar vehicles operatingin the real world 

environment implemented using conventional AI and robotics 

methodologies. Oneof the chairs is now capable of travelling 

to its indoor destinations using landmark-based navigation. 

The performance of our system configuration  indicates there 

is a cautious possibility today to build a functionalintelligent 

wheelchair that is practical and helpful to people with certain 
types and degrees ofhandicap. 
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ABSTRACT 

MRI -guided 'high-intensity focused ultrasound' (MR-HIFU) 

is a new, image-guided, non-invasive technique which enables 

treatment of benign and malignant tumors by thermo 

ablation by ultrasound waves. The treatment is completely 

guided by MRI, which offers advantages for therapy 

planning, monitoring and visualization of the treatment 

result. MR-HIFU has a broad spectrum of applications, 

including ablation of uterine fibroids, breast cancer, and liver 

metastases. Most of these applications are still under research. 

The advantage of the non-invasive character of the treatment 

is that it can be performed on an outpatient basis and that 

recovery is fast. The University Medical Center Utrecht, the 

Netherlands, has a MR-HIFU system that, as well as for pre-

clinical experimental applications, is used for clinical 

treatment of uterine fibroids.  

Keywords: HIFU, thermo ablation, uterine fibroid, ultrasound. 

 

Introduction  
High-Intensity Focused Ultrasound (HIFU, or sometimes FUS for 

Focused Ultrasound) is a highly precisemedical procedure that 

applies high-intensity focused ultrasound energy to locally heat 

and destroy diseased or damaged tissue through ablation. HIFU is 

a hyperthermia therapy, a class of clinical therapies that use 

temperature to treat diseases. HIFU is also one modality of 

therapeutic ultrasound, involving minimally invasive or non-

invasive methods to direct acoustic energy into the body. In 

addition to HIFU, other modalities include ultrasound-assisted 

drug delivery, ultrasound hemostasis, ultrasound lithotripsy, and 

ultrasound-assisted thrombolysis. Clinical HIFU procedures are 

typically performed in conjunction with an imaging procedure to 

enable treatment planning and targeting before applying a 

therapeutic or ablative levels of ultrasound energy. When 

Magnetic resonance imaging (MRI) is used for guidance, the 

technique is sometimes called Magnetic Resonance-

guidedFocused Ultrasound, often shortened to MRgFUS or 

MRgHIFU. When diagnostic Sonography is used, the technique is 

sometimes called Ultrasound-guided Focused Ultrasound 

(USgFUS or USgHIFU). Currently, MRgHIFU is an approved 

therapeutic procedure to treat uterine fibroids in Asia, Australia, 

Canada, Europe, Israel and the United States. USgHIFU is 

approved for use in Bulgaria, China, Hong Kong, Italy, Japan, 

Korea, Malaysia, Mexico,  

 

 

 

Poland, Russia, Romania, Spain and the United Kingdom. 

Research for other indications is actively underway, including 

clinical trials evaluating the effectiveness of  

 
HIFU for the treatment of cancers of the brain, breast, liver, bone, 
and prostate. At this time non-image guided HIFU devices are 
cleared to be on the market in the US, Canada, EU, Australia, and 
several countries in Asia for the purposes of body sculptingSelect 

the test sequence corresponding to your standard of choice 

 
What is HIFU? 

 

 MR-HIFU or Magnetic Resonance Imaging guided High-

Intensity-Focused-Ultrasound is a non-invasive alternative which 

uses high-intensity ultrasound waves that are focused into small 

areas to produce heat for killing tumor cells.  

 

 The focused sound waves coagulate the myoma tissue at the 

point of focus without affecting the surrounding tissue.  To ensure 

efficient ablation, the focused ultrasonic beam moves quickly 

over the lesion to be ablated (Volumetric ablation). The myoma 

tissue, at the point of focus, heats up to approx. 60-65 degree C 

and is consequently necrosed. The procedure is monitored with 

real-time MR images which provide real-time feedback through 

thermal mapping. 

 

The HIFU concept: 

 

In high intensity focused ultrasound (HIFU), a specially designed 

transducer is used to focus a beam of ultrasound energy into a 

small volume at specific target locations within the body. The 

focused beam causes localized high temperatures (55 to 90°C) in 

a region as small as 1 x 1 x 5 mm. The high temperature, 

maintained for a few seconds, produces a well-defined region of 

necrosis. This procedure is referred to as ultrasound ablation. The 

tight focusing properties of the transducer limit the ablation to the 

target location. In many applications, the ultrasound therapy is 

guided using diagnostic ultrasound.  

 

However, ultrasound imaging does not provide the high resolution 

images, real-time temperature monitoring, and adequate post 

treatment lesion assessment required for fast and effective 

therapy. In contrast to ultrasound, MR imaging offers excellent 

soft tissue contrast, 3D imaging capabilities, and noninvasive 

temperature measurement techniques. 
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CONSTRUCTION & WORKING 

Block Diagram: 

 
 

 

How HIFU works : 
As an acoustic wave propagates through the tissue, part of it is 

absorbed and converted to heat. With focused beams, a very small 

focus can be achieved deep in tissues (usually on the order of 

millimeters, with the beam having a characteristic "cigar" shape in 

the focal zone, where the beam is longer than it is wide along the 

transducer axis). Tissue damage occurs as a function of both the 

temperature to which the tissue is heated and how long the tissue 

is exposed to this heat level in a metric referred to as "thermal 

dose". By focusing at more than one place or by scanning the 

focus, a volume can be thermally ablated. At high enough 

acoustic intensities, cavitation (micro bubbles forming and 

interacting with the ultrasound field) can occur. Micro bubbles 

produced in the field oscillate and grow (due to factors including 

rectified diffusion), and can eventually implode (inertial or 

transient cavitation). During inertial cavitation, very high 

temperatures inside the bubbles occur, and the collapse is 

associated with a shock wave and jets that can mechanically 

damage tissue. Because the onset of cavitation and the resulting 

tissuedamage can be unpredictable, it has generally been avoided 

in clinical applications. However, cavitation is currently being 

investigated as a means to enhance HIFU ablation and for other 

applications. 

 
 

Focusing: 
The ultrasound beam can be focused in these ways: 

Å Geometrically, for example with a lens or with a spherically 

curved transducer. 

Å Electronically, by adjusting the relative phases of elements in an 

array of transducers (a "phased array"). By dynamically adjusting 

the electronic signals to the elements of a phased array, the beam 

can be steered to different locations, and aberrations in the 

ultrasound beam due to tissue structures can be corrected 
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How MRI does guided HIFU works? 

The MRI acquires high resolution 3-D images of the fibroid and 

surrounding structures. These images are used for accurate 

planning and mapping of the treatment. During treatment, the 

HIFU transducer focuses the ultrasound beam into the fibroid as 

per the planned areas (cells) and heats the tissue up to 65 degree 

Celsius, coagulating it. This is called sonication. . Sonalleve MRI 

guided HIFU ensures patient safety by having a number of safety 

mechanisms built into the system. All of these ensure that apart 

from the tissue being targeted, no other organ or tissue is affected 

by the treatment. During treatment, the MRI plays an important 

role by monitoring temperatures within the treatment areas as well 

as in the surrounding tissues. The recorded temperatures are then 

superimposed in the form of colour coded maps on the 3-D 

images that are being used for the treatment monitoring. The real-

time feedback loop ensures that adequate heating takes place, 

treating every bit of tissue that has been targeted and volumetric 

ablation (a Philips proprietary technology) helps treat larger 

volumes efficiently and quickly. Thermal mapping contributes to 

safety by ensuring that the treatment remains within the 

recommended temperature levels, and that the surrounding tissues 

are not affected at all.  In addition, Motion detection with 

automatic adjustment/suspension of sonication also ensures that 

the procedure is safe. An emergency stop button that is controlled 

by the patient allows the patient to pause the treatment whenever 

she needs to, and the treatment can be resumed once she is 

comfortable. 

 

¶ Advantages of HIFU 

o No blood loss  

o Quick recovery  

o Non-surgical  

o Radiation free  

o An outpatient procedure  

o It reduces morbidity and mortality among 

women of child bearing age 

Conclusion: 

From above all detail description I have to conclude that 

MRI-guided HIFU ablation may be a safe and effective 

minimally invasive technique for the treatment of 

uterine fibroids. HIFU treatment on uterine fibroid was 

proved to be effective in this study through analyzing 

70 cases clinical data of examinations and results. 

However, how to evaluate the therapy efficacy is 

always cared. Because HIFU is a new technique from 

ultrasound, the tumor response to therapy mostly are 

accurately evaluated by using contrast-enhanced 

ultrasound and MRI imaging combined with routine 

ultrasound, color Doppler flow imaging and power 

Doppler ultrasound. 
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Abstract- 

We have been using Staples and sutures have been using for 

decades and there has been really minimal innovation. They have 

inherent limitations. These are difficult to place in small spaces like 

during laparoscopic or minimally invasive procedures. One 

example of glue that has approved is a medical ñgrade crazy glueò 

or ñsuper glueò. Itôs only been approved for minimal uses. When 

we use it inside the body, we actually have to dry the tissue before 

we apply it because itôs just so highly reactive. The glue HLAA 

(Hydrophobic Light Activated Adhesive) can be used in operations 

to seal holes in the heart. It is polyglycerol sebacate acrylate 

(PGSA). This paper presents the discovery of medical superglue 

and its approach to heal or patch up holes in the blood vessels and 

heart walls with easier technology. This adhesive sets in few 

seconds when exposed to UV light. This important contribution of 

this work include: Discovery of a new light activated glue which 

can replace the use of sutures and staples and to form a watertight 

seal to wet tissue. 
 

Keywords- Polyglycerol Sebacate Acrylate, HLAA, Sutures, 

Staples. 

 

I. INTRODUCTION: 

It is a minimally invasive technique in which light 

activated glue is used as an adhesive to patch up the 

holes in blood vessels and the heartôs walls since both 

the glue and the light can be delivered by thin tools. 

Adhesive testing is done in most demanding and 

dynamic environment in the body- the heart and is 

found to be successful. Existing medical glues are not 

strong enough to use in challenging situations, for 

example where there is high blood flow or if tissue is 

moving such as in the heart. The medical glues that 

are currently used are water soluble, so they can be 

easily washed away, and also they can be activated 

by contact with blood. Contraction of heart and 

constant blood flow make reconnecting blood 

vessels, attaching devices and sealing holes in the 

heart during surgery difficult. Sutures and staples are 

routinely used, but are not elastic and can exert 

damaging pressure on tissue. Yet most currently 

available medical grade superglues are toxic- 

triggering an inflammatory response and buckle 

under the high pressure force of blood flowing in 

larger vessels. This new material is able to resist 

physiologic blood pressures while maintaining some 

elasticity, allowing for proper function of the vessels. 

The ways of sealing congenital heart defects in 

infants that are needed, were creating a laundry list of 

properties of the ideal surgical glue. The material had 

to be elastic, biodegradable, biocompatible and had to 

stick strongly to the tissue under wet conditions, 

especially in presence of blood and found that the 

pre- polymer (poly glycerol sebacate acrylate), or 

PGSA, fit all of criteria except that it was only 

partially adhesive. A modified PGSA was well 

attached to the tissue and imparted the material with 

on-demand adhesiveness. The resulting glue contains 

a chemical that when activated by Ultra-violet light 

creates free radicals that lock the polymer in place but 

allows the material to remain elastic.  
 

II. METHODOLOGY: 

              In California, slugs and sandcastle worms 

are found. These creatures can produce viscous 

secretions that are not easily washed away and do not 

mix with water. Studying these secretions which are 

viscous and water repellant, a material is made that 

performs well under this condition, is elastic and 

biocompatible, and fully biodegrade over time. A 

compound of two naturally occurring substances ï

glycerol and sebacic acid is developed which is 

named as hydrophobic light activated adhesive 

(HLAA). The mixture is viscous and easy to spread 

over the surface. When activated to UV light, it 

becomes a strong and flexible adhesive. 
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Fig.1. Slugs and sandcastle worms 

 

a) A series of experiments that have been performed: 

¶ Comparison of patches covered in HLAA 

with current medical glue by sticking them to 

the outside of rats' hearts  

¶ Comparative studies of  HLAA to 

conventional stitches by making a hole in the 

heart of two groups of rats, and used the 

HLAA patches to close it in one group (n=19) 

and compared this to using stitches in the 

other (n=15)  

¶  Putting  patches coated with HLAA on the 

septum of four pigs' hearts  

¶  Gluing of a small cut measuring 3-4mm to a 

pig artery in the laboratory using HLAA and 

then assessed at what pressures it would 

remain closed to see if it could cope with 

human blood pressures  

b) Constituents of the glue and their chemistry 

                   Sebacic acid is a naturally 

occurring dicarboxylic acid with the structure 

(HOOC) (CH2)8(COOH). In its pure state it is a white 

flake or powdered crystal. The product is described 

as non-hazardous, though in its powdered form it can 

be prone to flash ignition (a typical risk in handling 

fine organic powders).Sebacic acid is a derivative 

of castor oil, with the vast majority of world 

production occurring in China which annually 

exports over 20,000 metric tonnes, representing over 

90% of global trade of the product
.
 

 
Fig no.2.Structural formula for Sebacic acid 

 

               Glycerol also called as glycerine is a 

simple polyol (sugar alcohol) compound. It is a 

colourless, odourless, viscous liquid that is widely 

used in pharmaceutical. The glycerol backbone is 

central to all lipids known as triglycerides.  

 
Fig no.3. Structural formula for glycerol 

 

HLAA is used in operations on small and large 

animals that would be similar to human operations, 

including the repair of cuts to blood vessels and 

closing holes in the wall of the heart.  

The research found that HLAA is 50% as strong as 

the medical glue currently in use. However, when   

the glue is put onto patches, it is possible to put it into 

position without the glue being washed off. It is then 

fixed with UV light. When the same technique is 

performed using the current type of glue, it is 

immediately activated when it comes into contact 

with the blood and is therefore harder to use. 

Patches covered with HLAA sticks to the outer layer 

of the hearts of rats and could be repositioned before 

sticking with the UV light, whereas the patches using 

current medical glue canôt. Staples and sutures have 

been using for decades and there has been really 

minimal innovation. They have inherent limitations. 

These are difficult to place in small spaces like 

during laparoscopic or minimally invasive 

procedures. One example of glue that has approved is 

a medical ñgrade crazy glueò or ñsuper glueò. Itôs 

only been approved for minimaluses. When we use it 

inside the body, we actually have to dry the tissue 

before we apply it because itôs just so highly reactive 
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http://en.wikipedia.org/wiki/Dicarboxylic_acid
http://en.wikipedia.org/wiki/Carboxyl_group
http://en.wikipedia.org/wiki/Castor_oil
http://en.wikipedia.org/wiki/Polyol
http://en.wikipedia.org/wiki/Sugar_alcohol
http://en.wikipedia.org/wiki/Viscous
http://en.wikipedia.org/wiki/Lipid
http://en.wikipedia.org/wiki/Triglycerides
http://en.wikipedia.org/wiki/File:Sebacic_acid.png
http://en.wikipedia.org/wiki/File:Glycerin_Skelett.svg


National Conference on Engineering Trends in Medical Science ï NCETMS - 2014 

 

     ISSN: 2231-5381                     http://www.ijettjournal.org   Page 48 
 

 

 
 
Fig.no.4. Image of glue being applied to open incision 

 

c) Implantation: 

The glue is viscous and it is in a liquid state, so we 

can inject it. We can even paint it on. We can place 

this onto the surface of a patch-like material and then 

we can deploy this. So, in some instances, we may 

use the glue alone by injecting through a minimally 

invasive device for example wherever we inject the 

glue, as soon as it hits a surface, because itôs so 

viscous, it just stays there. Then also, what is found 

which is quite fascinating is that the glue is able to 

penetrate into the tissue. So, it actually goes into the 

tissue fibres and then when we shine UV light, this 

actually cures and locks the glue into place. . In other 

instances, we can coat it on the surface of a patch and 

even a biodegradable patch so the entire system, the 

glue, and the patch will degrade. 

We can shine a fairly low level of intensity of light 

over a short period of time. So typically, it only takes 

maybe 5 to 30 seconds to get a complete cure. So we, 

in our initial experiments, we actually looked at this 

in extensive detail and found intensities of light that 

did damage the tissue. But then we were able to scale 

that back and it still achieved a strong fast cure 

without doing damage to the tissue. As it is 

biocompatible, so if being gelatinous it breaks off 

from where you deploy it, the cells and tissue can 

grow over them quickly. And so, right after we place 

this glue into heart or onto the surface of a blood 

vessel for example, within just a few days, itôs 

already starting to be coated with cells and other 

tissue. So, that will significantly limit the potential 

for chunks to break off, and cause an embolism or a 

stroke.  

 
Fig no.5. Implantation of glue on heart walls 

 

 Properties of the adhesive: 

Å It sticks well to wet tissues 

Å It repels blood and water 

Å It is non inflammatory 

Å It is thick and sticky until it is activated by  

UV light 

Å It allows proper functioning of vessel resisting 

physiologic blood pressure 

Å It is a non toxic polymer that doesnôt mix with 
water 

Å It sets quickly when exposed to UV radiations 

Å It is a viscous liquid 

Å The glue is elastic, biocompatibleand sticks 

strongly to tissue under wet conditions 

especially in presence of blood. 

 
III.  CONCLUSION: 

Actually, when we use this glue inside the body we 

need not to care whether the tissue is dried or not 

because the glue is water and blood repellent and thus 

it can successfully heal the surface of a patch. Along 

with this adhesive material is made from naturally 

occurring substances and shows high 

biocompatibility. Therefore when we would implant 

it, it wouldnôt promote immunity action against the 

glue and thus would promote the body in support of 

healing. The performance analysis shows that the 

hydrophobic light activated glue (HLAA) can reach 

an agreement that it can successfully meet the needs 

of surgeons and doctors in operating with the tissues 

having constant blood flow and also during 

minimally invasive procedures. 
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IV. FUTURE WORK: 

What has been shown so far is a proof of principal 

and a potential for use in the clinic .This is a major 

improvement over current suturing adhesives that 

often loose their stickiness in bloody situations. And 

it has the added benefit of working quickly because 

its adhesiveness is activated by ultraviolet light, 

which enables surgeons to quickly activate the 

material when they need to seal a hole. Many infants 

born with heart defects have to undergo repeated 

surgeries as they grow. Replacing the sutures and 

staples used in surgery today with fast-acting, 

biodegradable glues could help make these cardiac 

procedures faster and safer.  
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Abstractð This paper describes the implementation of 

low cost standalone Digital Signal Processing (DSP) 

hardware for ECG monitoring in order to assist 

physician or cardiologist to carry out their visual 

observation in ECG monitoring. The visual observation 

is in real time, where the acquired ECG from the 

subject can be seen on the graphic LCD and it is 

important to ensure the signal is stable and consistent 

before the pre-recording session take place which would 

help the cardiologistôs or physicianôs in analysis and 

diagnosis, accurately. The design of the DSP hardware 

based stand alone system are divided into three 

hardware units, ýrst the digital signal processor with 

memory unit, second is the signal monitoring displays 

unit and third i s analog front end unit. Firmware 

development in this system design is to attach each 

hardware unit to perform speciýc functions in carrying 

out operation on the stand alone system. The 

advantages of this system are the ability to run in stand-

alone operation and as well as eligibility of updating on 

board pre-program algorithm for ECG analysis which 

existing ECG monitoring equipment are lacking, which 

means that this stand alone system could be 

programmed to suit a particular need. 

 

Keywordsð Electrocardiogram (ECG), Digital Signal 

Processing (DSP),Analog  to Digital Converter(ADC) 

 

I.INTRODUCTION 

Non-invasive Electrocardiogram approach has become the 

standard practice in clinical environment, after it is first 

made known by Eithoven. Then, the discovery of ECG 

brings forward the opportunities for further research and 

development. So, in year 1947, modern ECG recording 

machine is introduced by Norman Jeff holter. Later it is 

called Holter Ambulatory Electrocardiography. Hence 
along the path it gave birth to the ECG recording system 

which is populated by the invention of microprocessor in 

the later years. Indeed, ECG recording trend is turning a 

new leaf when microprocessor is embedded with electronic 

gadget in various hardware platforms, which allows full 

assessment to the collected data of electrocardiography. 

However, in the early microprocessor system, the ECG 

signal is compressed while the system is in recording 

mode, then it is stored and the analysis is done on 

computer. After that, ECG recording also have had evolved 

throughout the decades with the growth of technology in 

signal processing. Later on, the impact of the signal 
processing achievements created a paradigm shift and 

alters the being of hardware computation when 

mathematically algorithms are applied in signal analysis.    

                Since then, the algorithmic activities show favors 

in non-computer dependant operation with efficiency in 

numerical processing. Then, it is followed by the influential 

of its outcome which is ushering the microprocessor step 

into higher stage by means of doing solo numerical 

computing. Follow by the pro-active influent, leads the 

conventional microprocessor to cushion the successor 

which is succeeded with a greater benefit of achievements 
when the digital signal processor (DSPs) is introduced and 

in promotion in year 1971. Thus, the DSPs offers built in 

and integrated with mathematical capabilities and 

proficiency of numeric functional as compared with others 

available non-DSP terms in the general microprocessor. 

Nevertheless, it is also capable of doing on chip" analysis, 

which is, including real time signal processing. Therefore, 

the advantages of DSPs had open door to enable ECG 

analysis to be done in real time processing instead of 

recording and stored for later analysis. 

 

               The introduction of DSP processor had brought 
forward realization for integrating DSP board to computer 

based for real time ECG analysis. One of the common 

hardware tools involved ECG in computing is the plug n 

play DAQ card. In this system, add on hardware such as 

data acquisition card is required for this purpose. Where the 

dependency for plug in data acquisition card in the 

computer itself required software development, such as 

firmware and application software is necessary to establish 

communication link with the connected card. Those 

integrated data acquisition card with software application 

can provide a magnificent outcome, but lack of mobility, 
expensive and computer dependant. But a custom build 

Printed Circuit Board (PCB) with specialty electronics 

design are more prefer to use in standalone operation for 

specific task. 

 

1.1 Electrocardiogram 

Electrocardiography (ECG or EKG from Greekkardia, 
meaning heart) is a transthoracic (across the thorax or 
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chest) interpretation of the electrical  activity of the heart 

 over a period of time, as detected by electrodes attached to 

the surface of the skin and recorded by a device external to 
the body. The recording produced by this noninvasive 

procedure is termed an electrocardiogram (also ECG or 

EKG). An ECG is used to measure the rate and regularity 

of heartbeats, as well as the size and position of the 

chambers, the presence of any damage to the heart, and the 

effects of drugs or devices used to regulate the heart, such 

as a pacemaker. Most ECGs are performed for diagnostic 

or research purposes on human heart, but may also be 

performed on animals, usually for diagnosis of heart 

abnormalities or research.               

An ECG is a way to measure and diagnose 

abnormal rhythms of the heart, and helps to diagnose 

properly particularly abnormal rhythms caused by damage 

to the conductive tissue that carries electrical signals, or 

abnormal rhythms caused by electrolyte imbalances. In 
a myocardial infarction (MI), the ECG can identify if the 

heart muscle has been damaged in specific areas, though 

not all areas of the heart are covered.The ECG cannot 

reliably measure the pumping ability of the heart, for which 

ultrasound-based (echocardiography) or nuclear tests are 

used. It is possible for a human or other animal to be 

in cardiac arrest, but still have a normal ECG signal (a 

condition known as pulse less). 

The ECG device detects and amplifies the tiny 

electrical changes on the skin that are caused when 

the heart muscle depolarizes during each heartbeat. At rest, 

each heart muscle cell has a negative charge, called the 

membrane potential, across its cell membrane. Decreasing 

this negative charge towards zero, via the influx of the 

positive cations, Na+ and Ca++, is called depolarization, 
which activates the mechanisms in the cell that cause it to 

contract. During each heartbeat, a healthy heart will have 

an orderly progression of a wave of depolarization that is 

triggered by the cells in the senatorial, spreads out through 

the atrium, passes through the atrioventricular node and 

then spreads all over the ventricles. This is detected as tiny 

rises and falls in the voltage between two electrodes placed 

either side of the heart which is displayed as a wavy line 

either on a screen or on paper. This display indicates the 

overall rhythm of the heart and weaknesses in different 

parts of the heart muscle. 

Figure Shows Schematic representation of normal 

ECG. The P waves, QRS complex and T waves shows the 

activation of the right and left atria, depolarization of the 

right and left ventricles and ventricular activation. 

 

 

Fig: Schematic representation of normal ECG 

1.2 Digital Signal Processing  

Digital Signal Processing deals with algorithms 

for handling large chunk of data. This branch identified 

itself as a separate subject in 70s when engineers thought 

about processing the signals arising from nature in the 

discrete form. Development of Sampling Theory followed 
and the design of Analog-to-Digital converters gave an 

impetus in this direction. The contemporary applications of 

digital signal processing was mainly in speech followed by 

Communication, Seismology, Biomedical etc. Later on the 

field of Image processing emerged as another important 

area in signal processing. 

 

 

 
Fig. The basic Signal Processing Platform 

 

           The figure shows represents a Real Time digital 

signal processing system. The measure and can be 

temperature, pressure or speech signal which is picked up 

by a sensor (may be a thermocouple, microphone, a load 

cell etc). The conditioner is required to filter, demodulate 

and amplify the signal. The analog processor is generally a 

low-pass filter used for anti-aliasing effect. The ADC block 

converts the analog signals into digital form. The DSP 
block represents the signal processor. The DAC is for 

Digital to Analog Converter which converts the digital 

signals into analog form. The analog low-pass filter 

eliminates noise introduced by the interpolation in the 

DAC. 
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II . LITRATURE REVIEW 

 

At first, Holter relied entirely on personal funds 
but later (beginning in 1952) received grants from the 

National Institutes of Health and, still later, from private 

funds. Although he and  Generalised that small-sized 

equipment would be essential for successful practical 

telemetering of physiologic data, the first goal was to see if 

transmission of electroencephalograms or 

electrocardiograms (ECGs) was possible irrespective of the 

size of the equipment. Their first success was in 

broadcasting electroencephalograms and recording them 

accurately in a boy who was riding a bicycle nearby.  

Shortly thereafter, Holter switched from the brain to the 
heart because the heartôs voltage is about 10 times greater 

than that of the brain, therefore making the electronics 

easier, and because heart disease is far more prevalent than 

cerebral disease.[2] 

 Taddei et al (1995) designed a rule-based system 

for two lead ECG recordings which employs a geometric 

algorithm that calculates a 2D loop for the ST segment. For 

each cardiac beat the ST segment deviations are estimated 

in the two leads and then each pair of values is graphically 

represented sequentially in time. A graphical rule is used to 

identify ischemic episodes. The system was tested using 

the ESC ST-T database and the Achieved sensitivity and 
positive predictive accuracy is 82% and 81%, respectively.  

 Costas Papaloukas et al (2002) developed Novel 

Rule-based Expert System was examined in detecting 

electrocardiogram (ECG) changes in long duration ECG 

recordings. The system distinguishes these changes 

between ST-segment deviation and T-wave alterations and 

can support the produced diagnosis by providing 

explanations for the decisions made. The European Society 

of Cardiology ST-T Database was used for evaluating the 

performance of the system. Sensitivity and positive 

predictive accuracy were the performance measures used 
and the proposed system scored 92.02% and 93.77%, 

respectively, in detecting ST segment episodes and 91.09% 

and 80.09% in detecting T-wave episodes. 

Costas Papaloukas et al (2006) presented a novel 

methodology for the automated detection of ischemic beats 

that employed classification using association rules. The 

main advantage of the proposed methodology is the 

combination of high accuracy with the ability to provide 

interpretation for the decisions made, due to the 

employment of association rules for the Classification. The 

performance of their approaches compares well with 

previously reported results using the same subset from the 
ESC ST-T 24 database and indicates that it could be part of 

a system for the detection of ischemic episodes in long 

duration ECGs. 

                 Erik Zellmer et al (2009) presented a highly 

accurate ECG beat classification system. It uses continuous 

wavelet transformation combined with time domain 

morphology analysis to form three separate feature vectors 

from each beat. Each of these feature vectors are then used 

separately to trainthree different SVM classifiers. 

Philip Langley et al (2010) proposed an algorithm for 
analysing changes in ECG morphology based on PCA is 

presented and applied to the derivation of surrogate 

respiratory signals from single lead ECGs. The respiratory 

induced variability of ECG features, P waves, QRS 

complexes, and T waves are described by the PCA. The 

assessment of ECG features and principal components 

yielded the best surrogate for the respiratory signal.  

 

III. STANDALONE ECG MONITORING SYSTEM 
 

 
 

 
Figure1: Block diagram of prototype DSP stand alone system with the 

tapped ECG is checked with oscilloscope and display on the graphic LCD. 

The tap ECG also captured by the DSP processor and displayed on the 

window at Code Composer 3x/4x. 

 

            From Figure1 shows the 

operation for Analog Front End (AFE) unit interface with 
volunteer subject as shown in Figure 1(a), Figure 1(b) and 

Figure 1(c) respectively. 

               Figure 1(a) shows the tapped ECG from test 

subject, it is tapped from the Lead II formation on human 

body skin surface with four disposable electrodes placed on 

the right arm (white color), left arm (black color), right leg 

(green color) and left leg (red color), all the color code 

were referred to electrodes placement on human body. 

               Figure 1(b) shows the oscilloscope screen display 

from the output of AFE, this means that it is functional. 

Then, in Figure 1(c) shows that the output from AFE is 

able to read by microcontroller, PIC18F452 and display the 
tap ECG to the Graphic LCD. Emulator XDS510PP 

(PLUS) from Spectrum Digital Incorporated was attached 

to on board JTAG connector at TMS320VC33 by 

communicate through Code Composer 3x/4x in order to 

visualized the tap ECG at the graphical windows as 

depicted in Figure 1(d). 

                The capacity of the graphical windows can only 

display 2000 data. As a result, 7 cycles of tap ECG data 

were captured in approximately 7 second, all the captured 
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signal were labeled with its P, Q, R, S and T waves. These 

collected tapped ECG data are temporary stored in the 

external RAM as shown in Figure 1(d). 

 

IV.HARDWARE PLATFORM. 

 

                 In this DSP hardware design, is utilizing two 

processors by means of putting a single DSP processor 

(lack of tasks' oriented but capable of mathematical and 

algorithm executions) and a single microcontroller 

(performs best in tasking, but lack of DSP terms) into one 

system board. Therefore, this will provide separate traffic 

management for tasking and signal processing without 

over-loading each processor's work load. 
              This approach is depicted in Figure 1, the 

microcontroller is maintaining to display the tap ECG from 

ADC chip to the graphic LCD and the DSP processor is 

focused on reading the tapped ECG signal from the codec 

chip. However, the Universal Serial Bus (USB) in this DSP 

hardware design is for downloading the ECG analysis 

algorithm to the ROM and it is also use for power up the 

DSP hardware. 

             DSP hardware based stand alone system design is 

divided into three functional units. The solid lines with 

arrows symbol represent the flow of data and information. 

The dashed lines with green, red and blue color represent 
the functional hardware units. The DSP hardware consists 

of three functional hardware units, they are; 

a).Signal processing with memory unit 

b). Signal monitoring displays unit 

c). Analog front End unit 

 

a). Signal processing with memory unit: This unit provides 

signal altering, changing, re-solving, modification, storage 

and communication protocol. The mains components are 

floating point DSP processor (TMS320VC33), Electrical 

Erasable Programmable Read only Memory EEPROM 
(CAT28LV64W) and Static Random Access Memory 

SRAM (CY7C1041DV33). The SRAM memory is 

expandable in both the data bus and address bus width. 

 

b). Signal monitoring displays unit: This unit provides 

display on graphical liquid crystal displays (GLCD) for 

monitoring ECG as shown in Figure 1. In this unit, the 

microcontroller, PIC18LF452 is configured to interact with 

graphical liquid crystal displays (GLCD). The 

microcontroller is added in this unit without interrupting 

the TMS320VC33, because the microcontroller performs 

best in tasking order, which capable of task orientation and 
lack of DSP terms. However, the ADC0820 received the 

input from the tap ECG signal through signal conditioning 

circuit (SCC) and the converted ADC data is latch to the 

output port of ADC0820. Then the tap ECG signal from 

SCC output was capture and converted by 8 bit Analog to 

Digital Converter chip set (ADC0820) and translated by 

PIC18LF452 into GLCD code in order to display on the 

GLCD. 

          Figure 2, shows that, upon initialization, the 

microcontroller put to observe the FT245RL chip set to get 

acknowledge and the observation is done through Port A of 
PIC18LF452. As the acknowledge signal is detected, and 

then the firmware will proceed to next stepôs label as óAô. 

If there is no feed back for acknowledge signal by the 

FT245RL, then in this case, the next stage will begin with 

monitoring the external interrupt and the firmware loops. If 

the interrupt is detected, PIC18LF452 will initialize the 

Graphic LCD panel and begin to read the ADC data from 

Port C of PIC18LF452. After that, the tap ECG is put on 

GLCD screen to display as the ECG monitoring signal. 

c) Analog front End unit; this unit provides interaction 

through peripherals connectivity with the real world 
environment. The peripherals such as in Figure 1 shows 

that the ECG is delivered to the main board through the 

custom build AFE device. This AFE input consists of; i) 

Signal conditioning circuitry (SCC), ii) Codec chip, 

PCM3003 and iii) Analog to digital converter chip set, 

ADC0820. In this DSP hardware design, is utilizing two 

processors by means of putting a single DSP processor 

(lack of tasksô oriented but capable of mathematical and 

algorithm executions) and a single microcontroller 

(performs best in tasking, but lack of DSP terms) into one 

system board. Therefore, this will provide separate traǣc 
management for tasking and signal processing without 

over-loading each processorôs work load. 

 

(a) Test Subject: Resting in static condition 

 

 
 

Figure 2: Real time ECG observation from test subject is captured and 

displayed on the graphic LCD. 

This approach is depicted in Figure 1, the microcontroller 

is maintaining to display the tap ECG from ADC chip to 

the graphic LCD and the DSP processor is focused on 

reading the tapped ECG signal from the codec chip. 

However, the Universal Serial Bus (USB) in this DSP 

hardware design is for downloading the ECG analysis 
algorithm to the ROM and it is also use for power up the 

DSP hardware. 

  

 4.1 DSP Processor (TMS320VC33) 
               The TMS320VC33 DSP is a 32-bit, floating-point 

processor manufactured in 0.18-ɛm four-level-metal 
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CMOS (Timeline) technology. The TMS320VC33 is part 

of the TMS320C3x generation of DSPs from Texas 

Instruments. The TMS320C3xôs internal busing and special 
digital-signal-processing instruction set have the speed and 

flexibility to execute up to 150 million floating-point 

operations per second (MFLOPS). The 

TMS320VC33optimizes speed by implementing functions 

in hardware that other processors implement through 

software or microcode. This hardware-intensive approach 

provides performance previously unavailable on a single 

chip. 

             The TMS320VC33 can perform parallel multiply 

and ALU operations on integer or floating-point data in a 

single cycle. Each processor also possesses a general-
purpose register file, a program cache, dedicated ARAUs, 

internal dual-access memories, one DMA channel 

supporting concurrent I/O, and a short machine-cycle time. 

High performance and ease of use are the results of these 

features. General-purpose applications are greatly enhanced 

by the large address space, multiprocessor interface, 

internally and externally generated wait states, one external 

interface port, two timers, one serial port, and multiple-

interrupt structure.  

            The TMS320C3x supports a wide variety of system 

applications from host processor to dedicated coprocessor. 

High-level-language support is easily implemented through 
a register-based architecture, large address space, powerful 

addressing modes, flexible instruction set, and well-

supported floating-point arithmetic.  

              The TMS320VC33 is a superset of the 

TMS320C31. Designers now have an additional 1M bits of 

on-chip SRAM, a maximum throughput of 150 MFLOPS, 

and several I/O enhancements that allow easy upgrades to 

current systems or creation of new baselines. This data 

sheet provides information required to fully utilize the new 

features of the TMS320VC33 device.  

 The simplified architecture of TMS320C6713 is shown in 
the Figure below. The processor consists of three main 

parts CPU, peripherals and memory. 

 

 

 
 

Figure: Simplified block diagram of TMS320C67xx family 
 

4.2. Microcontroller, PIC18F452 

The Microcontroller, PIC18F452 is 32 K. These 

devices come in 28-pin and 40/44-pin packages. The 28-

pin devices do not have a Parallel Slave Port (PSP) 

implemented and the number of Analog-to-Digital (A/D) 

converter input channels is reduced to 5. 
          A microcontroller, a digital device, can read, execute 

and transmit only digital signals. On the contrary, the 

outputs of the most of the transducers are analog in nature. 

Thus it is hard to interface these transducers directly with 

controllers. Analog-to-digital convertor (ADC) ICs are one 

way to make the analog input compatible with the 

microcontroller.Using an external ADC adds complexity to 

the circuit. To avoid this complexity, PIC 

Microcontrollers have in-built ADC module which reduces 

the cost and connections of the circuit.  

 
4.3 Signal Conditioning Circuit 

             Signal conditioning is a process of manipulating an 

analog signal in such way that it is optimized for further 

processing. Most common example will be Analog-to-

Digital Converters (Abbreviate to ADC in future use). 

Signal conditioning is typically categorized into three 

stages; Filtering, Amplifying, Isolation. In Filtering stage, 

goal is to eliminate the undesired noise from the signal of 

interest. Usually low-pass, high-pass, or band-filter is 

implemented to eliminate unwanted signal.  

             In Amplifying stage, the goal is to increase the 

resolution of the input signal and increase the Signal-to-
Noise Ratio (SNR). For example, the output of typical 

temperature sensor is in range of few millivolts and it is 

most likely too low for ADC to process directly. In 

addition, the noise within circuit is typically in range of 

few millivolts too, making ADC unable to distinguish 

between noise and signal of interest.  

              Lastly Isolation is a process of converting filtered 

& amplified signal to other form such as frequency so to 

pass the signal to measurement device without a physical 

connection. In uMAVRK module, an Isolation process is 

handled by built-in RF transmitter. 
 

4.4 ADC 0820-N 

 

The ADC0820-N uses two 4-bit flash A/D 

converters to make an 8-bit measurement . Each flash ADC 

is made up of 15 comparators which compare the unknown 

input to a reference ladder to get a 4-bit result. To take a 

full 8-bit reading, one flash conversion is done to provide 

the 4 most significant data bits (via the MS flash ADC). 

Driven by the 4 MSBs, an internal DAC recreates an 

analog approximation of the input voltage. This analog 

signal is then subtracted from the input, and the difference 
voltage is converted by a second 4-bit flash ADC (the LS 

ADC), providing the 4 least significant bits of the output 

data word. 

             The internal DAC is actually a subsection of the 

MS flash converter. This is accomplished by using the 

same resistor ladder for the A/D as well as for generating 

the DAC signal. The DAC output is actually the tap on the 

resistor ladder which most closely approximates the analog 
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input. In addition, the ñsampled-dataò comparators used in 

the ADC0820-N provide the ability to compare the 

magnitudes of several analog signals simultaneously, 
without using input summing amplifiers. This is especially 

useful in the LS flash ADC, where the signal to be 

converted is an analog difference. 

 

V. CONCLUSION 

 

We have presented the DSP based stand alone system 

design by using digital signal processor as the core 

processing unit. The DSP hardware is able to visualize the 

tap ECG on the graphical LCD (GLCD) as well as the 

digital signal processor is able to capture the tap ECG as 
shown on the graphical window in Code Composer 3x/4x. 

Nevertheless, this system design has laid the ground work 

for standalone operation in ECG monitoring purposes by 

using digital signal processor for real time signal 

processing.  

 

           The hardware system is ready to run any processing 

algorithm related to ECG. The algorithm can be 

continuously changed and tested to improve system 

performance and efficiency. 
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Abstractð To design a high speed multiplier with reduced 

error compensation technique. The fixed-width multiplier 

is attractive to many multimedia and digital signal 

processing systems which are desirable to maintain a fixed 

format and allow a little accuracy loss to output data. This 

paper presents the Design of error compensated 

truncation circuit and its implementation in fixed width 

multiplier. To reduce the truncation error, we first slightly 

modify the partial product matrix of Booth multiplication 

and then derive an effective error compensation function 

that makes the error distribution be more symmetric to 

and centralized in the error equal to zero, leading the 

fixed-width modified Booth multiplier t o very small mean 

and mean-square errors. However, a huge truncation 

error will be introduced to this kind of fixed -width 

modified Booth multipliers. To overcome this problem, 

several error compensated truncation circuit approaches 

have been proposed to effectively reduce the truncation 

error of fixed-width modified Booth multipliers.  
 

KeywordsðArithmetic, Booth Encoder, Compressors, Radix-

4,VHDL,Xilinx . 
 

I. INTRODUCTION 

High processing performance and low power dissipation are 

the most important objectives in many multimedia and digital 

signal processing (DSP) systems, where multipliers are always 

the fundamental arithmetic unit and significantly influence the 

system s performance and power dissipation. To achieve high 

performance, the modified Booth encoding which reduces the 

number of partial products by a factor of two through 

performing the multiplier recoding has been widely adopted in 
parallel multipliers. Moreover, nxn fixed-width multipliers 

that generate only the most significant product bits are 

frequently utilized to maintain a fixed word size in these loss 

systems which allow a little accuracy loss to output data. 

Significant hardware complexity reduction and power saving 

can be achieved by directly removing the adder cells of 

standard multiplier for the computation of the least significant 

bits of 2n-bit output product. However, a huge truncation error 

will be introduced to this kind of direct-truncated fixed-width 

multiplier (DTFM). To effectively reduce the truncation error, 

various error compensation methods, which add estimated 
compensation value to the carry inputs of the  reserved adder 

cells, have been proposed. The error compensation value can 

be produced by the constant Scheme. The constant scheme 

through had aptively adjusting the compensation value 

according to the input data at the expense of a little higher 

hardware complexity. However, most of the adaptive error 

compensation approaches are developed only for fixed-width 

array multipliers and cannot be applied to significantly reduce 

the truncation error of fixed-width modified Booth multipliers 

directly. To overcome this problem, several error 

compensation approaches [1]ï[3] have been proposed to 

effectively reduce the truncation error of fixed-width modified 
Booth multipliers. In [1], the compensation value was 

generated by using statistical analysis and linear regression 

analysis. This approach can significantly decrease the mean 

error of fixed-width modified Booth multipliers, but the 

maximum absolute error and the mean-square error are still 

large. [2] divided the truncated part of the bit product matrix 

of Booth multiplication into a major group and a minor group 

depending on their effects on the truncation error. To obtain 

better error performance with a simple error compensation 

circuit, Booth encoded outputs are utilized to generate the 

error compensation value. In [3], a systematic design 

methodology for the low-error fixed-width modified Booth 
multiplier via exploring the influence of various indices in a 

binary threshold was developed to decrease the product error. 

The fixed-width modified Booth multipliers in [2] and [3] 

achieve better error performance in terms of the maximum 

absolute error and the mean-square error when compared with 

the previous published multiplier in [1]. However, their mean 

errors are much larger than that of [1]. The smaller mean error 

and mean-square error represent that the error distribution is 

more symmetric to and centralized in the error equal to zero 

(denoted as zero error). For many multimedia and DSP 

applications, the final output data are produced from 
accumulating a series of products rather than from a single 

multiplication operation directly. This paper is organized as 

follows. In section II, the modifisssssed booth multiplier is 

briefly reviewed. The implementation results and outputs are 

showed.  describes the detailed comparison of booth multiplier 

and modified booth multiplier. Finally ,section III  concludes 

this paper. 

II.  PROPOSED LOGIC 

Here booth multiplier is going tomodified as Multiplier, 
partial product, partial product shifter, adder blocks are 

shown in below figure. 
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Fig.1.  Block diagram of modified booth multiplier 

 

 

Fig .Block diagram of multiplier 

 

For example:  

Multiplicand: 0110010110101001 

Multiplier : 0000111101010101  

Product : 0000011000010110101010000001101 

 
A. Booth multiplier 

Conventional array multipliers, like the Braun multiplier and 

Baugh Woolly multiplier achivecomparatively  

goodperformance but they require large area of silicon, unlike 

the add-shift algorithms which require less hardware and 

exhibit poorer performance. The booth multiplier makes use 

of booth encoding algorithm in order to reduce the number of 

partial product by considering two bits of the multiplier at a 

time ,there by achieving a speed advantage over other 

multiplier architectures. This algorithm is valid for both 

signed and unsigned numbers. It accept the number in 2s 

compliment from, based on radix2 computation 
 

B. Modified booth multiplier 

 

The modified Booth encoding   or   modified  Booth   

algorithm  , was proposed  by  O. L. Macsorley in 1961 [4].  
The  recoding  method  is  widely  used to generate   the  partial  

products  for   implementation  of  large  parallel   multipliers, 

which  adopts  the  parallel  encoding  scheme.  One  of  the  

solutions  of  realizing  high-speed  multipliers  is  to  enhance  

parallelism,  w hich  helps to  decrease  the  number of 

subsequent  stages.  The   original  version  of  Booth  

algorithm  (Radix-2)  had  two drawbacks. 

 

¶ The  number  of  add  subtract  operations  and  the  

number  of  shift  operations becomes variable and 

becomes inconvenient in designing   parallel   
multipliers.  

¶ The algorithm becomes  inefficient when there are 

isolated 1 s.  

These problems can be overcome by modified Booth 

algorithm. process three bits at a time during recoding.  

Recoding  the  multiplier in  higher radix is  a powerful way  to 

speed up standard Booth multiplication algorithm. In each 

cycle a greater number of bits 

can  be  inspected  and  eliminated  therefore,  total  number  of  

cycles  required  to  obtain products  get  reduced.  Number  of  
bits  inspected  in  radix  r  is  given  by  n  =  1  +  log  

Algorithm for modified booth is given below [5]: 

In each cycle of radix-4 algorithm, 3 bits are inspected and two 

are eliminated. Procedure for implementing radix-4 algorithm 

is as follows 

 

¶ Append a 0 to the right of LSB. 

¶ Extend the sign bit 1 position if necessary to ensure 

that n is even. 

¶ According to the value of each vector, find each 

partial product. 
 

 

 
 

C. Modified booth encoder  

Modified Booth encoding is most often used to avoid variable 

size partial product arrays. Before designing a MBE, the 

multiplier B has to be converted into a Prior to convert the 

multiplier, a zero is appended into the Least Significant Bit of 

the multiplier. The figure above shows that the multiplier has 

been divided into four partitions and hence that mean four 

partial products will be generated using booth multiplier 

approach Instead of eight partial products being generated 

using conventional multiplier. Zn = -2* Bn+1 + Bn + Bn-1 

Let s take an example of converting an 8-bit number into a 

Radix-4 number. Let the number be -36 = 11011100. Now we 

have to append a Ă0  to the LSB. Hence the new number 

becomes a 9-digit number that is 110111000. This is now 

further encoded into Radix-4 numbers according to the 

following given table. 
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Table 1: Modified booth encoder 

 
Fig..Block diagram of booth encoder 

¶  

 

 
Fig .Block diagram of booth decoder 

 

The decoder block generates the partial product from the 

selector signals that they are generated in encoder block. 

Example: Multiplicand = 0110010110101001 Bits = 0110 Out 

= 1111001101001010 

 
 

D. Partial product 

 

Partial product generator is the combination circuit of the 

product generator and the 5 to 1 MUX circuit. Product 

generator is designed to produce the product by multiplying 

the multiplicand A by 0, 1, -1, 2 or -2. A 5 to 1 MUX is 

designed to determine which product is chosen depending on 

the M, 2M, 3M control signal which is generated from the 

MBE. For product generator, multiply by zero means the 

multiplicand is multiplied by ñ0ò.Multiply by ñ1ò means the 

product still remains the same as the multiplicand value. 
Multiply by ñ-1ò means that the product is the twoôs 

complement form number. Multiply by ñ-2ò is to shift left one 

bit the twoôs complement of the multiplicand value and 

multiply by ñ2ò means just shift left the multiplicand by one 

place. 

 
Fig .Block diagram of partial product 

 

 

 

 
 

 

Fig .Example of showing partial product (6-bit) 

 
 

E. Adder 

 

 
Fig .Block diagram of adder 
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Adder takes the inputs performs addition operation and          

generates sum, carry outputs For example:  

 
 

 
Table 2: Parameters comparison 

 

 

Fig 2 Graph representation of modified multiplier and  

multiplier 

 

 
Fig 2 Graph representation of modified multiplier and 

multiplier in this graph vertical axis is power consumption, 

horizontal axis is complexity. We know from this graph 

complexity and power consumption is less in modified booth 

multiplier, when compared to multiplier. So, modified 

multiplier is used to save power, complexity is reduced, speed 

increment can be performed. 
 

 
III.  CONCLUSION 

 

In this paper, FPGA implementation of modified Booth 

multiplier has been proposed. In the proposed multiplier, the 

Partial product matrix of Booth multiplication was slightly 

modified as booth encoder, decoder, and mix. In booth 

encoder, encoding table is derived from the booth multiplier, 
according to this table we perform shifting, twoôs complement 

in new way. So, modified multiplier is used to save power, 

complexity is reduced, speed increment can be achieved. 

When booth multiplier and modified booth multiplier we can 

save the power up to 40% respectively 
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Abstract- 

 
Mind reading is a type of negative thinking style common among 
those with Social anxiety disorder (SAD). When you mind read, you 
believe that you know what other people are thinking about you ïfor 

example, that you are socially inept or awkward. Mind reading is a 
specific type of "probability overestimation," which is a more general 
term for overestimating the likelihood that negative events. It is also 
true that when any human being interacts with machines, their mind 
states changes and this knowledge can be used by machines to take 
that action. With this idea we can make a mind reading computer 
which can make his own decision on the bases of human expressions 
and gestures. The technology of mind reading by the machines is 

called mind reading computer. 
 
Keyword: interact with machine, Computer, FNIRS, SAD, 

 

XIII.  INTRODUCTION  

Any human being expresses their feeling and 

thoughts with his behaviour, states of mind, face 

expressions and gestures. It is also true that when 

any human being interacts with machines, their 

mind states changes and this knowledge can be used 

by machines to take that action. With this idea we 

can make a mind reading computer which can make 

his own decision on the bases of human expressions 

and gestures. The technology of mind reading by the 

machines is called mind reading computer. This 

technology can create a lot of impact on the present 

technology which mind-blind. So it is very good 

exercising that when we are not able to take 

decision than out machine can take those decision. 

The ability to attribute mental state to other from 

their behaviour and to use that knowledge to guide 

our own action and predict those of is known as 

theory of mind or mind reading. 

 

XIV.  BRAIN  MACHINE  INTERFACE   

A brain-machine interface (BMI) is an attempt to 

mesh our minds with machines. It is a communication 

channel from a human's brain to a computer, which 

does not resort to the usual human output pathways as 

muscles. It is about giving machine-like capabilities to 

intelligence, asking the brain to accommodate 

synthetic devices, and learning how to control those 

devices much the way we control our arms and legs  

 

today. These experiments lend hope that people with 

spinal injuries will be able to someday use their brain 

to control a prosthetic limb, or even their own arm. A 

BMI could, e.g., allow a paralysed patient to convey 

her/his intentions to a computer program. But also 

applications in which healthy users can benefit from 

the direct brain computer communication are 

conceivable, e.g., to speed up reaction times. 

 

XV.  Mind reading is a type of negative thinking 

style common among those with Social anxiety 

disorder (SAD). When you mind read, you 

believe that you know what other people are 

thinking about you for example, that you are 

socially inept or awkward. Mind reading is a 

specific type of "probability overestimation,"  

 

XVI.   MIND READING COMPUTER  

A computer that can read human minds has unveiled 

by scientist. It translates thought signals into speech 

through sensors place on the brain. 

XVII.  A COMPUTATIONAL MODEL OF MIND -READING  

Drawing inspiration from psychology, computer 

`vision and machine learning, the team in the 

Computer Laboratory at the University of 

Cambridge has developed mind-reading machines 

ð computers that implement a computational model 

of mind-readingto infer mental states of people from 

their facial signals. The goal is to enhance human-

computer interaction through empathic responses, to 

improve the productivity of the user and to enable 

applications to initiate interactions with and on 

behalf of the user, without waiting for explicit input 

from that user. There are difficult challenges:  
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Fig.1. processing stages in the mind read 

Using a digital video camera, the mind-reading 

computer system analyses a personôs facial 

expressions in real time and infers that personôs 

underlying mental state, such as whether he or she is 

agreeing or disagreeing, interested or bored, 

thinking or confused.Prior knowledge of how 

particular mental states are expressed in the face is 

combined with analysis of facial expressions and 

head gestures occurring in real time. The model 

represents these at different granularities, starting 

with face and head movements and building those in 

time and in space to form a clearer model of what 

mental state is being represented. Software from 

never vision identifies 24 feature points on the face 

and tracks them in real time. Movement, shape and 

colour are then analyzed to identify gestures like a 

smile or eyebrows being raised. Combinations of 

these occurring over time indicate mental states. The 

relationship between observable head and facial 

displays and the corresponding hidden mental states 

over time is modelled using Dynamic Bayesian 

Networks. The mind-reading computer system 

presents information about your mental state as 

easily as a keyboard and mouse present text and 

commands. The Affective Computing Group at the 

MIT Media Laboratory is developing an emotional-

social intelligence prosthesis that explores new 

technologies to augment and improve peopleôs 

social interactions and communication skills.  

WORKING: 

 

XVIII.   FIG.2. FUTURISTIC HEADBAND 

The mind reading actually involves measuring the 

volume and oxygen level of the blood around the 

subject's brain, using technology called functional 

near-infrared spectroscopy (fNIRS).  

The user wears a sort of futuristic headband that 

sends light in that spectrum into the tissues of the 

head where it is absorbed by active, blood-filled 

tissues. The headband then measures how much 

light was not absorbed, letting the computer gauge 

the metabolic demands that the   brain is making. 

The results are often compared to an MRI, but can 

be gathered with light weight, non-invasive 

equipment. 

 
 
fig.3. mind reading computer 

 

Wearing the fNIRS sensor, experimental subjects 

were asked to count the number of squares on a 

rotating onscreen cube and to perform other tasks. 

The subjects were then asked to rate the difficulty of 

the tasks, and their ratings agreed with the work 

intensity detected by the fNIRS system up to 83 

percent of the time. "We don't know how specificwe 

can be about identifying users' different emotional 

states," cautioned Sergio Fantini, a biomedical 

engineering professor at Tufts. "However, the 

particular area of the brain where the blood-flow 

change occurs should provide indications of the 

brain's metabolic changes and by extension 

workload, which could be a proxy for emotions like 

frustration.""Measuring mental workload, 

frustration and distraction is typically limited to 

qualitatively observing computer users or to 

administering surveys after completion of a task, 

potentially missing valuable insight into the users' 

changing experiences. Preliminary results show that 

using button-sized sensors, which attach under the 

chin and on the side of the Adam's apple, it is 

possible to pick up and recognize nerve signals and 

patterns from the tongue and vocal cords that 

correspond to specific words. 
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XIX.  ADVANTAGES AND USES 

Mind Controlled Wheelchair 

This equipment is little different from the Brain-

Computer Typing machine, this thing works by 

mapping brain waves when you think about moving 

left, right, forward or back, and then assigns that to 

a wheelchair command of actually moving left, 

right, forward or back. The result of this is that you 

can move the wheelchair solely with the power of 

your mind. This device doesn't give you mind 

bullets (apologies to Tenacious D) but it does allow 

people who can't use other wheelchairs get around 

easier. In everyday life, they could even be used to 

communicate on the sly - people could use them on 

crowded buses without being overheard .The 

finding raises issues about the application of such 

tools for screening suspected terrorists -- as well as 

for predicting future dangerousness more generally. 

We are closer than ever to the crime-prediction 
technology of Minority Report.The day when 

computers will be able to recognize the smallest 

units in the English languageðthe 40-odd basic 

sounds (or phonemes) out of which all words or 

verbalized thoughts can be constructed. Such skills 

could be put to many practical uses. The pilot of a 

high-speed plane or spacecraft, for instance, could 

simply order by thought alone some vital flight 

information for an all-purpose cockpit display. 

There would be no need to search for the right dials 

or switches on a crowded instrument panel. The 

initial success "doesn't mean it will scale up", he 

told New Scientist. "Small-vocabulary, isolated 

word recognition is a quite different problem than 

conversational speech, not just in scale but in kind." 

 

APPLICATION: 

¶ Help paralytic patient  

¶ Help handicapped people  

¶ Help comma patient  

¶ Help people who cant speak  

¶ Can be use for military purposes and sting 

operation 

¶ Eliminate the capability to lie   

 

Conclusion 

Tufts University researchers have begun a three-

year research project which, if successful, will allow 

computers to respond to the brain activity of the 

computer's user. Users wear futuristic-looking 

headbands to shine light on their foreheads, and then 

perform a series of increasingly difficult tasks while 

the device reads what parts of the brain are 

absorbing the light. That info is then transferred to 

the computer, and from there the computer can 

adjust its interface and functions to each individual.  

 One professor used the following example of a real 

world use: "If it knew which air traffic controllers 

were overloaded, the next incoming plane could be 

assigned to another controller."  

Hence if we get 100% accuracy these computers 

may find various applications in many fields of 

electronics where we have very less time to react. 

XX.         FUTURE SCOPE 

¶ It is use to control wheelchair by mind 

¶ Brain computer typing machine by thinking 

about left and right hand movement user 

can control the virtual keyboard 
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Abstractð There are different entities that one would like to 

optimize when designing a VLSI circuit. These entities can 

often not be optimized simultaneously, only improve one 

entity at the expense of one or more others can be the target. 

The design of an efficient multiplier circuit in terms of power, 

area, and speed simultaneously, has become a very 

challenging problem. 

                     In Very Large Scale Integration, low power VLSI 

design is necessary. Multiplication occurs frequently in finite 

impulse response filters, fast Fourier transforms, convolution, 

and many other important DSP systems. 

                   The objective of a good multiplier is to provide a 

physically compact, good speed and low power consuming 

chip. To save significant power consumption of a VLSI design, 

it is a good direction to reduce its dynamic power that is the 

major part of total power dissipation. In this paper, we made 

a performance wise comparison of different multipliers. The 

booth multiplier will reduce the number of partial products 

generated by a factor of 2. The adder will avoid the unwanted 

addition and thus minimize the switching power dissipation. 

This paper presents study of an efficient implementation of 

high speed multiplier like serial multiplier, parallel multiplier, 

array multiplier, shift & add multipli er, Booth multiplier. 

Here we compare the working of  these multipliers in order to 

find a better option. 

 
Keywords ðDifferent Multiplier  

XXII.  INTRODUCTION 

 
Multipliers play an important role in todayôs digital signal 

processing and various other applications. With advances 

in technology, many researchers have tried and are trying 

to design multipliers which offer either of the following 

design targets ï high speed, low power consumption, 

regularity of layout and hence less area or even 

combination of them in one multiplier thus making them 

suitable for various high speed, low power and compact 
VLSI implementation.  

                 The common multiplication method is ñadd and 

shiftò algorithm. In parallel multipliers number of partial 

products to be added is the main parameter that determines 

the performance of the multiplier. To reduce the number of 

partial products to be added, Modified Booth algorithm is 

one of the most popular algorithms. the amount of shifts 

between the partial products and intermediate sums to be 

added will increase which may result in reduced speed, 

increase in silicon area due to irregularity of structure and 

also increased power consumption due to increase in 

interconnect resulting from complex routing. On the other 

hand ñserial-parallelò multipliers compromise speed to 

achieve better performance for area and power 

consumption. The selection of a parallel or serial multiplier 

actually depends on the nature of application. In this 

seminar we introduce the multiplication algorithms and 

architecture and compare them in terms of speed, area, 

power and combination of these metrics. 

XXIII.  RELATED WORK 

 

Research of Multiplier in 1951 by Y.Sangmitra it begins 

with a multiplication of two no.i.e multiplicand & 

multiplier  then   its result produce the partial product. The 

most basic form ofmultiplier consists of forming the 

product of two binarynumbers. This may be accomplished 

through successive addition and shifts in which each  

addition is  condition on one of the multipler bit.      

       Jayasharee Taralabenchi,kavana 

Hegde,Soumya Hegde,Siddalingesh 

S.Navalgund,òImplimentation of binary multiplication 
using Booth and Systolic Algorithm on FPGA ,using 

VHDLò, International Conference & Workshop on Recent 

Trend s in Technology,(TCET) 2012.Compare the power 

consumption of the multiplier we find that serial multipliers 

consume more power. So where power is an important 

criterion there we should prefer parallel multiplier like 

booth multiplier to serial multipliers. 

  High performance systems such as 

microprocessors,digital signal processors, filters, ALU etc. 

which is need  of  hour now days  requires a lot of 

components. One of main component of these high 

performance system is multiplier.   
 

WHAT IS MULTIPLIER? 

 

 Multiplication is one of the basic functions used in 
digital signal processing (DSP). It requires more hardware 

resources and processing time than addition and 

subtraction. In fact, 8.72% of all instructions in a typical 

processing unit is multiplier. The multiplier is a fairly large 

block of a computing system. The amount of circuitry 
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