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Abstract — Given the need for companies to become 

increasingly competitive, it is important that they are 

aware of their customers' profiles and able to serve 

them to the best of their ability. Thus, forecasting the 

need to purchase items to be purchased by customers 

is of paramount importance. The present study is 

justified in applying the Markov Chain tool to 
improve the activities of the generalist wholesale 

company, in order to verify the demand forecast. In 

order to achieve this goal, Excel software, Markov 

Chain tool applied by computer simulation using 

Scilab and evaluated two distinct customer cases. 

After application, it was possible to identify the 

demand forecasts for the studied customers and 

suggest to the company the application of the action 

in each case. 
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I. INTRODUCTION 

      

Technological advancement in the globalized 

marketplace has led companies to become more 

competitive and better observe consumer behavior by 

making them available in the right quantity, at the 

right place and at the right time. For this purpose, a 

forecast demand simulation model becomes 

indispensable. In order for new companies to gain 
their market share, management effectiveness makes 

a difference, so planning and controlling resources to 

meet customer desires, aiming for greater profits and 

minimal losses, is extremely important. 

This work is justified in using the operational 

research tool, Markov Chain, to improve the 

company's activities. According to the Brazilian 

Association of Production Engineering (ABEPRO, 

2008), operational research aims to assist in the 

decision making of real problems through 

mathematical models, seeking to introduce through 

decision making processes objectivity and rationality, 
not allowing subjective data are ignored. 

This article aims to analyze the sales history over a 

period of four months, to identify which products are 

most profitable for the company in the studied area, 

to verify how often these products are purchased by 

the studied customers and based on this information. 

forecasting the purchase demand of these customers 

through computer simulation using Markov Chain. 

 

II. LITERATURE REVISION 

 

 A. Demand Forecasting 

     According to Miyata et al. (2010) demand refers 

to the return of the public as offered by the company. 

Because of this, good planning requires the use of 

demand forecasting as a tool for better resource 

allocation, thus being efficient in delivering the 

quantity required by the customer at the lowest 
possible cost. 

According to Lustosa et al. (2008) Demand is the 

propensity of customers to consume goods or 

services offered by a company or organization. Such 

demand is influenced by several factors ranging from 

macroeconomic conditions to operational issues. 

According to Lima and Oliveira (2016) forecasting is 

a science, since it uses historical information and 

interactions of variables, and through mathematical 

and statistical methods results in data to be analyzed. 

These analyzes are forecast checks for the given time. 

In situations where the results of the analysis are 
outside pre-established limits, it will be necessary 

that they be redone or reviewed in order to 

understand the results obtained. It is well known that 

predictions are not exact results, they are made so as 

to have an idea of what might happen in the future if 

the pattern of situations already occurred is repeated 

or cause and effect relationships are maintained. 

 

B. Simulation Based Forecasting      

The demand forecast can be estimated through a 

simulation. Taha (2008) defines simulation-based 
forecasting as a means of reproducing actual behavior 

through estimates of performance measures, that is, a 

virtual representation of the random conduct of a 

situation in order to estimate its performance 

measures. 

Moreira (2010) says that simulation involves the 

construction of a pattern that comes close to reality. 

This pattern will be analyzed several times in order to 

manipulate, control, and understand the possibility of 

occurrence of a given result. In general, simulation 

often requires the use of computers and software. 
According to Andrade (2009) the use of simulation 

can be used as an initial test for the development of 

new decision principles. To formulate the problem, it 

is necessary to collect data that is sufficient, 

qualitatively guaranteed and meaningful for decision 

making. After establishing a model, it is necessary to 

know the efficiency regarding the objectives of the 

simulation. The tests performed need to involve the 
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data obtained in order to be able to verify its 

occurrence. 

 

C. Markov Chain 

     In 1907 the Russian mathematician Andrei 

Andreyevich Markov studied a major type of process, 
in which only the result obtained from a given current 

experience can affect the result to be obtained in the 

next experience, so previous experiences do not 

influence future ones. experiences. This so-called 

property is titled Markov Property featuring a 

Markov Chain (GOLMAKANI et al., 2014). 

According to Horn (2016) Markov chains are 

stochastic processes that have discrete states. In 

general, the parameter used is time, which can be 

discrete or continuous. Markov chains are 

characterized by the fact that their future state 

depends only on their current state and is not altered 
by past states. The Markov Chain, being one of the 

oldest discrete state model description systems, has 

become the most direct way of representing such 

states. Markov Chains are Markovian stochastic 

processes. A Markovian process is considered a 

Markov Chain, when random variables Xt constitute 

a particular dependency relationship with time, such 

variables being defined in a discrete state space. 

For Pinheiro (2013) a stochastic process is defined as 

a collection of random variables (X (t)) attached by a 

parameter t belonging to a set T. Such a set is often 
considered to be the set of nonnegative integers and 

X ( t) is the representation of a measurable 

characteristic of interest in time t. 

 

D. Computational Simulation in Operational 

Research 

According to Pedgen (1990) simulation is the means 

of designing a computational model of a real system 

and conducting experiments with this model in order 

to understand behavior and evaluate strategies for 

operation. Thus, computer simulation encompasses 

the entire study process, from model construction to 
experiment, allowing an analysis of a system without 

interference on it. 

Simulation has been increasingly used as a tool that 

enables analysts from various industries, such as 

administrators, biologists, engineers, to verify 

problems and develop solutions in order to achieve 

the expected objectives (FREITAS, 2008). 

Modeling and simulation are based on operational 

research, assisting the decision making process. 

Operational research uses simulation to solve 

problems, building models that enable a better 
understanding of the analyzed environment, 

identifying problems, developing strategies and 

improvements for the system in question 

(MORABITO; PUREZA, 2011). According to Law 

(2014) simulation is the most applied technique in the 

operational research area, as it has several 

applications as a tool. 

 

III METHODOLOGY 

     For the development of this scientific research we 
used a literature review on the themes "demand 

forecasting", "simulation" and "Markov Chain", 

serving as the research base the Google Scholar tool. 

The target company of the case study was from the 

generalist wholesale branch, being located in a city in 

the interior of the state of Minas Gerais, having been 

founded in July 2017. This company operates in the 

distribution of food items, beverages, personal 
hygiene items, cleaning products, disposables and 

packaging in the region of the forest zone. 

For the development of the research, it was necessary 

to perform a documentary analysis of the sales flow 
from June to September 2019. The research focused 

on customers of the food service business, which is 

being developed by the company. Currently the 

company has 10 clients in this branch. The products 

analyzed were the top 10 sales to these customers 

during the last four months, during which time the 

company operates in this field. The choice of the 

quantity of products was based on the software to be 

used in the simulation, since it works with square 

matrices. As a source of the information used, we 

made use of the sales management report provided by 
the ERP software used by this company. After 

identifying this information, Excel 2010 software was 

used to analyze which customers bought which 

products, so that the frequency of product purchases 

per customer was identified. The information 

obtained was grouped in a 10x10 square matrix that 

was inserted in the Scilab 5.5.2 software, responsible 

for the computational simulations of the Markov 

Chain. Scilab analyzed the frequencies identified 

through Excel and then computed simulations of the 

expected demand for the second order of these 

customers. 

 

 

IV. RESULTS AND DISCUSSION 

 

     Through the ERP used by the company, we 

extracted the product sales information from 

June/2019 to September/2019, and this information 

was entered into Excel to calculate the item purchase 

frequency per customer, using the formula 

―CONTALUES‖ considering the number of orders 

placed per customer. As shown below in the case of 
product 1, where it is observed that it was purchased 

by customers 2, 4 and 5, with the calculated purchase 

frequency being 78.26%, 87.50% and 75.00% 

respectively. 
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Fig. 1 -- Frequency of purchase - Product 1 

 
     Subsequently, the information obtained from the 

frequency of purchase of the analyzed products was 

grouped in a matrix, shown in figure 2: 

 

 
  

Fig. 2 -- Purchase Frequencies 
 

     Later this information was used in Scilab to 

assemble the matrix to be used as a basis for the 

development of the Markov Chain study, as can be 

seen in figure 3: 

 

 
       Fig.  3 -- Markov Chain Matrix - Initial State 

 

     For the analysis of this information, a graph 

representing the initial state data concentration was 

generated, presented in figure 4: 

 
 

Fig.  4 -- Data Concentration - Initial State 

 

     In figure 4, the X axis represents the studied 

products, the Y axis represents the analyzed 

customers and the Z axis represents the data 
concentration considering items ordered by customer. 

Based on the data presented in figures 3 and 4, it is 

possible to identify the recurrence of the purchase of 

each item by the studied customers, and it can be 

observed that the studied customers have different 

purchasing profiles, some buy more products and a 

larger quantity of products. different items, others 

buy certain items with high frequency but less 

variation of items, others make more diverse 

purchases but less often purchase such items. 

  For the development of demand forecasting, the 

Markov Chain methodology was applied through 
Scilab, considering the second request, a ^ 2, as 

shown in Figure 5: 

 

 
 

Fig.  5 -- Markov Chain Matrix - Second Order 
 

     Figure 6 presents the data concentration graph of 

the matrix a ^ 2:  
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Fig.  6-- Data Concentration - Second Order 

 

     Based on the data presented in figures 5 and 6, it 

is possible to analyze the expected demand for future 

customer purchases. Two customer profiles were 

analyzed: one that presented a high variety of items 

purchased with high frequency - customer 4, which 
presented a high variety of items purchased with low 

frequency - customer 2. 

Through the results obtained it is noted: that 

customer 4 has a demand forecast with high variety 

of items and high frequency of these items, and it is 

expected that he will buy 9 of the 10 studied items; 

Client 2 presents a demand forecast with a high 

variety of items and a low frequency of purchase of 

these items, and it is expected that he will buy 8 of 

the 10 studied items. 

From these results it is possible to plan what will be 

the sales strategy that the company will use for each 
customer. Considering the customer profile 4, the 

company will not need to offer a differentiated sales 

proposal, as it will buy 90% of the studied items and, 

with such frequency, a high frequency. 

According to customer profile 2, it is noted that 

despite the forecast that he will buy 80% of the items 

studied, such purchases have a low frequency. 

Therefore, it is suggested that the company offer a 

personalized sales proposal with the objective of 

maintaining the regularity of purchases and 

increasing the frequency with which the customer 
will purchase such items. 

From the results obtained, it is suggested that the 

company apply the suggested sales actions, but 

follow the customers' orders in order to verify if they 

resulted in the expected objectives so that they can be 

improved. 

V. CONCLUSIONS 

 

     Given the competitive market and the need for 

competitiveness of companies, developing sales 

strategies based on the customer profile is a very 

important factor for them to establish themselves in 
the market, so it is important to know the customer 

and their needs. Therefore, this work aimed to 

understand the customer and their purchase profile 

and perform the computer simulation of the expected 

demand. 

The Scilab computational simulation software was 

used to carry out the present research, through which 

the Markov Chain operational research tool was 

applied, thus developing the expected purchase 

demand of the customers studied in the second 

request following the research. 

Through the application of the tools used we studied 

the demand forecast of two customers with different 
profiles, customers 4 and 2, and the best sales 

strategy to be applied according to the data obtained 

in the simulation. It is concluded that customer 4 

buys various items and with high frequency, so a 

personalized sales proposal is not necessary. 

Customer 2, on the other hand, buys several items 

with low frequency, thus requiring a specific sales 

proposal. From the results obtained, it is suggested 

that the company apply the suggested sales actions. It 

is recommended that it tracks customer orders 

reviewed to verify that sales practices have resulted 

in expected objectives so that they can be improved. 
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