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Abstract— A composite reservoir may occur during any enhanced oil recovery project like steam injection into an oil reservoir. Falloff test analysis in steam injection projects offers a quick way to obtain estimates of the swept volume and steam zone properties. Most of the models used for the analysis assume two-region composite reservoirs with different but uniform properties separated by a sharp vertical interface, which is not very realistic. Strange trends seen on the pressure plots and the errors associated with the volume estimates could be related to the simplifying assumptions of the conventional models. The main objective of this paper is to develop a new analytical model for pressure transient analysis to improve previous results with inclusion of more realistic assumptions. The proposed model is a three-region composite model with an intermediate region in which mobility and storativity decrease as power law functions of the radial distance from the front. The fronts are considered to be tilted due to gravity effects. Steam condensation in the form of heat loss from the steam zone is also included in the analytical model. The new sets of type curves for well test interpretation are generated and verified. Effects of several parameters on the shape of type curves are discussed. The developed model can improve estimations of reservoir parameters using type curve matching and explain the anomalies seen on the data, which cannot be described using the conventional models. The general nature of the model makes it applicable to other types of composite reservoirs created either naturally or artificially.
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I. INTRODUCTION

Steam injection enhances the recovery of oil by reducing the viscosity of mobile or immobile oil, causing chemical reactions and desired phase behaviour. Monitoring of swept volume over time is very important for assessing the success of any flooding project. It is used in thermal projects to estimate cumulative heat losses and thermal efficiencies. Thermal falloff test analysis offers a quick way to obtain an estimate of the swept volume. It can also provide an estimate of flow capacity and skin factor and is used for reservoir characterization.

Selection of the proper model is very important in well test analysis. A composite reservoir is usually formed by applying enhanced oil recovery (EOR) methods like steam injection into an oil reservoir. Radial composite reservoirs have gain attention since early 1960’s (for instance in [1]).

Estimation of steam zone properties and swept volume from falloff test data is mostly based on the composite reservoir model with two regions having highly contrasting fluid mobilities, developed in [2]. This method is also called the pseudo-steady-state (PSS) method since the swept zone behaves as a closed reservoir for a short duration.

Several investigators noticed that the interface separating the two regions is not sharp. Instead, they assumed an intermediate region between the inner and outer regions, which is characterized by a rapid decline in mobility and storativity. This issue motivated further study of this subject area to be able to model the thermal process more realistically. Different three-region composite reservoir models were developed, thereafter ([3]-[5]). In these models, the intermediate region is represented by a uniform set of mobility and storativity values that lie between those in the inner and the outer region.

To represent secondary recovery processes even more realistically, analytical multi-region composite reservoir models have been proposed ([6]-[8]). Reference [9] used a multi-region composite reservoir model to study the effect of various trends of mobility and storativity variations on thermal well test data. The regions between the first and the last make up the intermediate region. This region is represented by a series of mobility and storativity values that decrease as some step functions of distance from the wellbore.

The concept of fractal geometry was used in a number of analytical models of pressure transient analysis of heterogeneous reservoirs to describe a fracture network. Extending this concept to composite reservoirs, a two-region composite reservoir model was presented in [10], where the inner region was assigned a fractal property (declining porosity and permeability with distance from the wellbore in a power law fashion), while the outer region was homogeneous. Reference [11] shows an infinite two-region radial composite reservoir model for thermal recovery processes. In this model, the outer region is assigned a fractal property to represent the rapid decline of diffusivity due to the rapid decline in temperature ahead of the flood front. Reference [12] further used the fractal concept for property variation in the intermediate region in the development of a three-region composite reservoir model with vertical fronts to account for gradual changes of properties.

To best of our knowledge, not much analytical work has been done in this field recently. Analytical research has been done considering temperature transient analysis and condensation model (e.g. [13] and [14]). According to [15], a few works considered the phenomenon of gravity override and heat loss in oil reservoirs. However, all these studies treat the thermal recovery based on the previous methods and the models are two or three-region composite reservoirs. So, nothing much was added to the pre-existing knowledge.

Primary analysis of simulation studies of both vertical and horizontal steam injection wells ([16]-[18]), were done to evaluate the applicability of thermal well test analysis method. Results showed that quite reasonable estimates were obtained.
However, there are still huge errors in volume estimations in some cases. In addition, some trends seen on the pressure plots cannot be explained using the existing models.

The existing models should be updated and some of the simplifying assumptions in these models should be investigated in more details. Therefore, a new analytical model for transient pressure behaviour is presented which will improve the previous models with inclusion of some parameters and more realistic assumptions. This model is a three-region composite reservoir with power law property variation in the intermediate region. This accounts for smooth changes in mobility and storativity ahead of the front. Steam condensation in the form of heat loss to the surroundings is included in the model. Heat loss can be very significant in some situations and cannot be overlooked. Another important phenomenon is steam override due to gravity effect. Instead of the conventional way of treating the gravity effect, that is assuming a multi-layer reservoir model, a continuous tilted front is assumed over the entire reservoir thickness.

After validation of the model, a sensitivity analysis of the proposed model to the parameters included in the model, like heat loss coefficient, intermediate region properties and gravity effect, is done using the pressure derivative responses.

II. MATHEMATICAL MODEL

Some of the drawbacks of the conventional models of composite reservoirs were identified. In this section, development of a new mathematical model is thoroughly described. The following assumptions are used in the derivation:

1) Slightly compressible fluid (constant compressibility)
2) Isotropic porous medium of uniform thickness
3) Small pressure gradient
4) Single-phase radial flow
5) Applicability of Darcy’s law
6) Negligible gravity and capillary inside different regions
7) Stationary fronts of infinitesimal thickness.

In this model, a single injector is located at the center of the reservoir. In addition to the assumptions named above, the injection time is assumed to be large compared to the shut-in time, to be able to apply the stationary front hypothesis.

Following the work presented in [19] and [20], steam condensation resulting from the heat losses to the over- and underburdens is incorporated in the continuity equation. Assuming a three-region composite reservoir model (shown in Fig. 1), diffusivity equation for flow in the first region (here steam zone) can be written as:

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_1}{\partial r} \right) = \left( \frac{k_1}{\mu_1} \right) \frac{\partial \mu_1}{\partial r} + G \left( Fr_1 - 1 \right)
\]

Fig. 1 Representation of the 3-region composite reservoir model with tilted fronts and heat loss effect \((f_1 = R_2 = ha\cot \alpha_2 \), \(f_2 = R_2 = ha\cot \alpha_2 \))

\( G \) is the steam condensation rate per volume described in terms of the rate of heat loss from top and bottom bases of region 1 (the frustum of cone, Fig. 1) to the surroundings as:

\[
G = \left( -\frac{R \frac{\partial T}{\partial z}}{\frac{\partial z}{\partial T}} \right) \left[ (0 \times \pi R^2) + (0 \times \pi R^2) \right] \frac{1}{(R^2 + \hat{R}_1^2 + \hat{R}_2^2) H \rho \lambda H}
\]

This expression is the modified form of \( G \) given in [19] for a cylindrical steam zone assuming identical heat loss from top and bottom of the cylinder. Explicit expression for heat loss is required to solve the diffusivity equation. The lower-bound expression for the heat loss [19] is applied since it can better approximate the fall-off test conditions:

\[
-\frac{K}{\pi a} \frac{\partial T}{\partial z} = 0, H \cong \frac{K}{\sqrt{\pi a} \sqrt{T}}
\]

Lower-bound represents the case in which temperature assumes the constant value \( T_i \) as soon as the steam injection begins. The expression for \( G \) becomes:

\[
G = \frac{3K}{4 \pi \rho \lambda H} \left( \frac{T_0 - T_i}{T_0 - T_i} \right) \left( \frac{R^2 + \hat{R}_1^2 + \hat{R}_2^2}{R^2 + \hat{R}_1^2 + \hat{R}_2^2} \right)
\]

Flow in the second region is described by:

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_2}{\partial r} \right) = (\phi \epsilon_2) \frac{\partial \phi_2}{\partial \theta}
\]

In this region unlike first and third regions, properties are not constant and are supposed to vary exponentially with the ratio of radial distance to the first front radius at any depth as:

\[
(\phi \epsilon_2) = \left( \frac{\phi \epsilon_2}{F \epsilon_2} \right) \left( \frac{r}{r_{f1}} \right)^{\frac{\theta_2}{F}}
\]
M_{12} and F_{12} are mobility and storativity ratios, respectively, between fluids on the two sides of the first front.

The flow equation for the third region is:

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{k}{\mu_r} \frac{\partial p_3}{\partial r} \right) = \left( \varphi \sigma_r \right)_3 \frac{\partial p_3}{\partial t} \]  

(6)

Dimensionless parameters are defined as:

\[ r_p = \frac{r}{r_w} \quad r_d = \left( \frac{k}{\mu_r} \right) \frac{t}{t_w} \]

\[ h_0 = \frac{2 \pi \left( \frac{k}{\mu_r} \right) H}{q_B} (\rho_1 g h) \quad p_{wD} = \frac{2 \pi \left( \frac{k}{\mu_r} \right) H}{q_B} (p_i - p_{wD}) \]

\[ p_{jd} = \frac{2 \pi \left( \frac{k}{\mu_r} \right) H}{q_B} (p_i - p_j) \quad j = 1,2,3 \]

\[ \varepsilon = \frac{2 \pi \left( \frac{k}{\mu_r} \right) H}{1} (\rho_1 g r_w) \]

Using the definitions provided above and substituting for the terms in equations 1, 5 and 6, after some manipulation they can be rewritten respectively as:

\[ \frac{\partial^2 p_{1D}}{\partial r_d^2} + \frac{1}{r_d} \frac{\partial p_{1D}}{\partial r_d} - \frac{\partial p_{1D}}{\partial t_d} - \varepsilon \cot \alpha_1 h_d \]

(7)

\[ \frac{\partial^2 p_{2D}}{\partial r_d^2} + \frac{1}{r_d} \frac{\partial p_{2D}}{\partial r_d} = \frac{M_{12}}{F_{12}} \left( R_{1D} - \varepsilon \cot \alpha_1 h_d \right) \]

(8)

\[ \frac{\partial^2 p_{3D}}{\partial r_d^2} + \frac{1}{r_d} \frac{\partial p_{3D}}{\partial r_d} = \frac{M_{12} p_{2D}}{F_{12}} \delta \]

(9)

The next step is to take Laplace of the differential equations whose solutions are applied to boundary conditions (described later) in order to form a set of equations and then solve them. Initially, the system is at equilibrium or at initial pressure. Taking Laplace of the initial condition results in:

\[ p_{1D} = p_{2D} = p_{3D} = 0 \quad @ \quad t_d = 0 \]

(10)

This is substituted in the Laplace of differential equations. After taking Laplace, equation 7 is written as:

\[ \frac{\partial^2 \tilde{p}_{1D}}{\partial r_d^2} + \frac{1}{r_d} \frac{\partial \tilde{p}_{1D}}{\partial r_d} - \frac{\tilde{p}_{1D}}{\partial t_d} - \varepsilon \cot \alpha_1 \tilde{h}_d = 0 \]

(11)

This is a modified Bessel equation and the solution is:

\[ \tilde{p}_{1D} = A I_0 \left( \sqrt{\varepsilon} r_d \right) + B K_0 \left( \sqrt{\varepsilon} r_d \right) + \beta \sqrt{\varepsilon} r_d \]

(12)

Taking the Laplace of equation 8 gives:

\[ \frac{\partial^2 \tilde{p}_{2D}}{\partial r_d^2} + \frac{1}{r_d} \frac{\partial \tilde{p}_{2D}}{\partial r_d} = \frac{M_{12}}{F_{12}} \left( R_{1D} - \varepsilon \cot \alpha_1 \tilde{h}_d \right) \]

(13)

Development of the solution to this equation is explained in Appendix A, in details. The final form of the solution is:

\[ \tilde{p}_{2D} = C_{1D} I_0 \left( \sqrt{\varepsilon} R_{1D} \right) + D_{1D} I_0 \left( \sqrt{\varepsilon} R_{1D} \right) \]

(14)

Finally, equation 9 is written as:

\[ \frac{\partial^2 \tilde{p}_{3D}}{\partial r_d^2} + \frac{1}{r_d} \frac{\partial \tilde{p}_{3D}}{\partial r_d} = \frac{M_{12} \tilde{p}_{2D}}{F_{12}} \delta \]

(15)

The solution will be:

\[ \tilde{p}_{3D} = E_{1D} \left( \frac{M_{12} \tilde{p}_{2D}}{F_{12} \delta} R_{1D} \right) + F_{1D} \left( \frac{M_{12} \tilde{p}_{2D}}{F_{12} \delta} \right) \]

(16)

Laplace of wellbore pressure is obtained by substituting \( r_d = 1 \) in equation 12, assuming no wellbore storage and skin:

\[ \tilde{p}_{wD} = A I_0 \left( \sqrt{\varepsilon} \right) + B K_0 \left( \sqrt{\varepsilon} \right) + \beta \sqrt{\varepsilon} \]

(17)

To solve the derived flow equations for different regions, boundary conditions are introduced now. Inner boundary condition is the injection at constant rate, which is written in dimensionless form as:

\[ \tilde{p}_{1D} \left| _{t_d = 1} = -1 \right. \]

(18)

Interface equations are written by assuming the continuity of pressure (better to say flow potential since gravity effect is applied across the fronts) and flux across the fronts. Effect of gravity at the tilted fronts is included in the flow potential term as \( \Phi = \rho g h \) where \( h \) is assumed positive downward. The continuity of flow potential across the first and second fronts is written respectively in dimensionless form as:

\[ \int_0^{12} \left( p_{1D} + h_2 \right) dh_d = \int_0^{12} \left( p_{2D} + \frac{1}{\delta_{12}} h_2 \right) dh_d \]

(19)

\[ \int_0^{12} \left( p_{2D} + \frac{1}{\delta_{12}} h_2 \right) dh_d = \int_0^{12} \left( p_{3D} + \frac{1}{\delta_{14}} h_2 \right) dh_d \]

(20)

Continuity of flux across the first and second fronts is written respectively (including the effect of gravity), in dimensionless from as:

\[ M_{12} \int_0^{12} \left( \frac{\partial p_{1D}}{\partial t_d} - \frac{\tan \alpha_1}{e} \right) dh_d = \int_0^{12} \left( \frac{\partial p_{2D}}{\partial t_d} - \frac{\tan \alpha_1}{e \delta_{12}} \right) dh_d \]

(21)

\[ M_{12} \int_0^{12} \left( \frac{\partial p_{2D}}{\partial t_d} - \frac{\tan \alpha_1}{e \delta_{12}} \right) dh_d = \int_0^{12} \left( \frac{\partial p_{3D}}{\partial t_d} - \frac{\tan \alpha_1}{e \delta_{14}} \right) dh_d \]

(22)

In these equations, \( \delta \) is the density ratio between fluids on the two sides of the fronts.

The outer boundary condition is written for three different types of boundaries to include a wide range of applications to bounded and unbounded reservoirs:
1) Infinite-acting reservoir:
\[
\lim_{r_0 \to -\infty} p_{1D} = 0
\]  
(23)

2) No-flow boundary:
\[
\frac{\partial p_{1D}}{\partial r} |_{r_0} = 0
\]  
(24)

3) Constant-pressure boundary:
\[
p_{1D} = 0 \quad @ \quad r_0 = r_{w0}
\]  
(25)

Taking the Laplace of the boundary condition equations and substituting for the pressure solutions obtained before in them, gives the system of equations as:
\[
\begin{align*}
\alpha_{11}A + \alpha_{12}B &= \delta_1 \\
\alpha_{21}A + \alpha_{22}B + \alpha_{23}C + \alpha_{24}D &= \delta_2 \\
\alpha_{31}A + \alpha_{32}B + \alpha_{33}C + \alpha_{34}D + \alpha_{36}E &= \delta_3 \\
\alpha_{41}A + \alpha_{42}B + \alpha_{43}C + \alpha_{44}D + \alpha_{46}F &= \delta_4 \\
\alpha_{53}C + \alpha_{54}D + \alpha_{56}E &= \delta_5 \\
\alpha_{65}E + \alpha_{66}F &= \delta_6
\end{align*}
\]

This can be written in matrix form as \( aX=d \), with the coefficients \( a_{ij} \) and \( d_i \) defined in Appendix B and the unknown matrix (A to F). The system of equations is solved and the unknown matrix is used to express the pressure in different regions. Finding the unknowns A and B, wellbore pressure in Laplace space can be obtained by equation 17. To obtain the dimensionless wellbore pressure and pressure derivative, equation 17 is inverted numerically from Laplace space to real space by Stehfest algorithm [21]. Notice that equation 17 contains no wellbore storage or skin effect. To include these effects in the solution presented, [22] developed the problem as a convolution integral. This is solved to give the dimensionless wellbore pressure in Laplace space including wellbore storage and skin as:
\[
p_{1D}(s, \omega, \delta) = \frac{S p_{1D} + S}{s(1 + C_{12} F [S p_{1D} + S])}
\]  
(26)

This equation is again numerically inverted to calculate the dimensionless wellbore pressure and pressure derivative including wellbore storage and skin.

III. RESULTS AND DISCUSSION

A. Model Validation

The model developed in this work is validated against some of the well-known composite reservoir models in the literature. The new model will reproduce these conventional models by omitting some assumptions or setting values to the parameters in the model. Fig. 2 shows the perfect match with the model of [23] generated for a homogeneous reservoir with different values of \( C_{1D} \). This was obtained by assuming no heat loss and gravity (i.e. vertical front in the model) and assuming equal properties in different regions.

The model will reproduce the model of [12] (Fig. 3) by setting heat loss coefficient (\( \beta \)) to zero and the front angles to 90°. Reference [12] further verified the model against the model of [11] for an infinite two-region composite reservoir model with a fractal outer region. Pressure and pressure derivatives are shown in Fig. 3 for different sizes of the intermediate region. It can be observed that as the size of this region increases, the corresponding radial flow is established. This flow regime is identified by the stabilization of derivative at the middle time region.

![Fig. 2 Comparison of this study with homogeneous model of [23] for different values of \( C_{1D} \), \( S=0 \); \( R_{0}=1 \); \( M=1 \); \( F=1 \).](image)

![Fig. 3 Reproduction of the model of [12] showing the effect of size of the intermediate region, \( C_{1D}=0 \); \( S=0 \); \( R_{0}=100 \); \( M_{12}=10 \); \( M_{23}=100 \); \( F_{12}=1 \); \( F_{23}=1 \); \( \theta_{1}=0 \); \( \theta_{2}=1 \).](image)

The model proposed in this work will reproduce many of the simpler single-layer two or three-region models as shown for instance in Figs. 4 and 5. The two-region composite models include [2] and [24] which will in turn generate other models. To generate the two-region models, \( R_{1D} \) is set equal to \( R_{1D} \) and fronts are assumed vertical. Again, \( \theta_{1} \) and \( \theta_{2} \) are set to zero to model constant properties in the two regions. Fig. 4 shows the derivative response for different values of storativity ratio between the two regions.
The model will further reduce to several three-region composite reservoir models such as in [5] and [24]. This is done if the exponents $\theta_1$ and $\theta_2$ are set to zero to model constant but different properties in the regions. Fig. 5 shows the perfect match for different mobility ratios.

Effect of gravity has been discussed in the literature using multi-layer models, for instance in [25]. Fig. 7 shows a good match between this study and the commingled multi-layer composite model of [25] with the front tilted at an angle of 60°. The multi-layer models may be improved by increasing number of layers or by adding the cross-flow between layers.

Therefore, the model presented in this study can be considered validated.

B. Effect of Different Model Parameters

After validating the model proposed in this paper against previous models, effects of some parameters used in the development of the model on the results are discussed in this section. Effects of the parameters such as mobility and storage ratios on the pressure behaviour were discussed in details in the literature (for instance in [5] and [24]). Value of $M$ will affect the elevation of the constant derivative sections (radial flow) and $F$ will affect the shape and occurrence of the hump of the transition between radial flow periods. Same conclusions are valid for the model developed in this work. Therefore, in the following sections, effects of the parameters included in the new model are investigated.

Unless mentioned, the following values are used in the development of the type curves:

- $C_D=0$; $S=0$; $R_m=200$; $M_{12}=10$; $M_{13}=2000$; $F_{12}=10$; $F_{13}=1000$; $\alpha=60$; $\beta=0$; $H_0=0.55$; $p=117$; $\theta_1=0.5$.

Notice that $dp_{\text{W1D}}$ refers to the logarithmic pressure derivative (i.e. $dP_{\text{W1D}}/d\ln t_0$). The initial 0.5 value of the derivative refers to the radial flow in the inner region, while the late time derivative stabilization refers to the radial flow in the outer region.

1) Effect of Heat Loss

The model presented in [20] included steam condensation in the flow model by considering heat loss from the steam zone to overburden and underburden. They modified the original solution to the composite reservoir model by including a term, which accounts for the heat loss and carried out a sensitivity study of the solution to this term. It was
concluded that under certain conditions, heat loss could have a significant effect on the pressure behavior and dominate the PSS period. Further analysis of heat loss was carried out in a previous work [18] and a modified method of analysis was proposed.

As suggested in [20] for a two-region model, Fig. 8 further confirms for the model presented in this study that for low values of $\beta$ (0-0.1), shapes of the pressure and derivative curves are almost identical. At higher values of $\beta$ (1-5), however, deviation happens due to significant heat loss. A half slope line on log-log plots of both pressure and derivative responses gradually appear which is characteristic of linear flow. This flow regime may mask the early and middle-time responses. This fact can be confirmed by investigating the radial and PSS flow equations in [18] or [20].

Unlike the cases with small values of $\beta$ for early time period, at higher $\beta$ values the weight of the square root (linear flow) term in the pressure drop expression increases and will dominate the logarithmic (radial flow) term. The same thing happens to the PSS equation where at high values of $\beta$, linear flow term dominates the PSS behaviour. So, the effect of huge heat loss shows up as a linear flow trend, which may be misinterpreted as the linear flow due to the fractures induced by steam injection. This shows the importance of heat loss analysis and its inclusion in the well test model.

The effect is significant on the inner and intermediate region responses. Because of the huge mobility decrease in the outer region, mobility term will dominate the heat loss term and effect is not significant for the late time response as shown in Fig. 8. All the curves converge and form a single line at late times. However, for $\beta$ values greater than 1, a minimum appears on derivative plot that delays the last derivative stabilization (start of the last radial flow).

2) Effect of Gravity

In some previous works (for instance in [25]), gravity was modeled using the concept of multi-layered reservoir models. This requires setting different values of radii to fronts at each layer. An alternative that was discussed in the development of the model in this study is to consider a continuous front tilted by an angle over the whole reservoir thickness. The expression for the front radius as a function of thickness (or depth) and front angle is implemented into the flow equations. Gravity term is added to the pressure and flux terms at the front locations to model the tilted front while the flow in the reservoir itself is assumed to be horizontal radial. As shown in Figs. 9 and 10, effect of gravity is discussed in terms of front angle and reservoir thickness.

Fig. 9 shows the derivative response for different front angles. The more the gravity effect (or smaller angle), the bigger the average front radius becomes and therefore pressure will diffuse for a longer period in the inner region resulting in a longer initial radial flow. In the case of significant gravity effect, unlike sharp vertical fronts, late time response is also affected since the second front is also tilted due to gravity effect. This may give rise to the last radial flow derivative plot. The occurrence of the transition hump and the last radial flow may also be delayed.

Formation thickness will affect both the $H_D$ and $\varepsilon$ terms. Fig. 10 shows derivative responses generated for different values of $H_D \varepsilon$ or equivalently $H/r_w$.

The thicker the formation, the more significant the effect of the gravity becomes. Therefore, a trend similar to that seen in Fig. 9 will appear with longer initial radial flow. In Fig. 10, however, $H_D \varepsilon$ is used as a correlating parameter and derivatives are divided by this parameter to have identical curves except the deviations for the early time responses.
3) Effect of the Intermediate Region Size and Properties

Effects of the size of the intermediate region and variation of properties in this region are investigated in this section. Relative size of the intermediate region compared to the inner region, depends on both the minimum front radius ($R_m$ or $R_1'$ in Fig. 1) and front angle, so the correlating parameter in Fig. 11 will be $r_{2f}/r_{1f}$ or more generally the volume ratio.

Fig. 11 shows the effect of the increased size of the intermediate region. Increased size has minor effect on the early response from the intermediate region. However, it highly affects the shape of the transition hump (shown by higher value of maximum derivative and bigger hump) and it will delay the occurrence of the last radial flow corresponding to the outer region.

Effect of the minimum front radius is shown in Fig. 12. Increased value of $R_m$ or a bigger inner region establishes a longer initial radial flow and the start of the intermediate-region response and the last radial flow are delayed with possible derivative lift due to increased gravity effect.

Fig. 13 shows that increased value of mobility exponent ($\theta_1$) does not have a significant effect on the shape of the pressure response. However, the observed trend shows less steep intermediate region pressure curves for increased values of $\theta_1$ which means more deviation from the PSS behavior. This is explained by smooth decline of properties in the proposed model, which dampens the sharp property variation assumption of PSS method. Deviation from the PSS behavior is also observed in Fig. 11 with increased size of the intermediate region.

Fig. 14 shows the effect of the storativity exponent ($\theta_2$). This figure supports the trend seen in Fig. 13 that is the deviation from the PSS behavior for smooth property variation. However, it can be stated that the effect of storativity is more significant than the mobility on the shape of the transition hump.

4) Effect of the Boundary Type

The type curves generated and shown so far assume infinite–acting reservoir model. As mentioned in the development of the mathematical model, the solutions for the bounded reservoirs can also be obtained. Fig. 15 shows the pressure and pressure derivative responses for both infinite-acting reservoir and no-flow boundaries. For the closed reservoir
response, pressure and pressure derivative curves converge and show up as unit slope lines on log-log plot indicating the PSS flow behaviour at late times. In the case of constant-pressure boundary (not shown here), pressure derivative declines to zero at late times.

![Fig. 15 Comparison of the infinite-acting and no-flow boundary models](image)

IV. CONCLUSIONS

A new general model was developed in this paper, which takes into account some of the assumptions overlooked in the previous models for well test analysis of composite reservoirs. This model was validated against various models in the literature. It explains some of the strange trends seen on the pressure data which are not accounted for by the conventional well test models.

Effect of heat loss (when significant) can highly distort the shape of the pressure response. This can lead to some misinterpretation of the data, as the corresponding heat loss term in the pressure solution has the mathematical form of the linear flow. This term can dominate the flow equations and result in huge estimation errors. Because of the high mobility contrast with the outer region, heat loss does not affect this region and therefore the late time response is not changed.

Mobility and storativity in the intermediate region are assumed to decrease as power law functions of the radial distance from the front. Smooth variation of properties considered in this study will avoid abrupt changes and unrealistic pressure behavior at the front location, which is sometimes assigned a thin skin to account for the phenomena happening at the front.

Sharp vertical fronts seem unrealistic in the case of gravity override or in some cases where viscous fingering happens. Representation of the reservoir model with tilted fronts discussed in this paper is more realistic than the idealization of the traditional two and three-region composite reservoir models with sharp fronts.

Significant effect of gravity can result in longer initial radial flow. It can also cause increase in the value of the late time derivative and the occurrence of the transition hump and the last radial flow may also be delayed. Size and functional variation of properties of the intermediate region considered in this study can affect the shape and occurrence of the transition zone (in the shape of a hump or maximum based on the model parameters) on the pressure derivative plot.

PSS method is not always appropriate for volume estimations because of its simplifying assumptions. Several parameters implemented in the model in this study such as smooth variation of properties from inner region to outer region and increased size of the intermediate region exhibit deviation from the PSS behavior. It is suggested to consider type curve matching method as an alternative for reservoir characterization based on a general model to be able to obtain better estimates and to explain any anomalies seen on the pressure data.

The model developed in this study offers improvement over the sharp front idealization of the composite reservoir models and can be further extended and applied to other types of EOR processes or reservoirs that can be represented by a composite model such as geothermal reservoirs. The model can also be applied in interference test analysis with arbitrary placement of the observation well in different regions.
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NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Formation volume factor, m³/Sm³</td>
</tr>
<tr>
<td>c_i</td>
<td>Total compressibility, Pa⁻¹</td>
</tr>
<tr>
<td>C_D</td>
<td>Dimensionless wellbore storage coefficient</td>
</tr>
<tr>
<td>F</td>
<td>Storativity ratio at the front between different regions</td>
</tr>
<tr>
<td>F_p</td>
<td>Density ratio of water to steam, dimensionless</td>
</tr>
<tr>
<td>G</td>
<td>Rate of steam condensation, m³/(s·m²)</td>
</tr>
<tr>
<td>g</td>
<td>Acceleration of gravity, m/s²</td>
</tr>
<tr>
<td>h</td>
<td>Depth, m</td>
</tr>
<tr>
<td>H</td>
<td>Thickness of the reservoir, m</td>
</tr>
<tr>
<td>k</td>
<td>Permeability, m²</td>
</tr>
<tr>
<td>K</td>
<td>Thermal conductivity, W/(m·K)</td>
</tr>
<tr>
<td>M</td>
<td>Mobility ratio at the front between different regions</td>
</tr>
<tr>
<td>p</td>
<td>Pressure, Pa</td>
</tr>
<tr>
<td>p_0</td>
<td>Dimensionless pressure change</td>
</tr>
<tr>
<td>p_i</td>
<td>Initial reservoir pressure, Pa</td>
</tr>
<tr>
<td>q</td>
<td>Injection (production) flow rate, Sm³/s</td>
</tr>
<tr>
<td>r</td>
<td>Radial distance, m</td>
</tr>
<tr>
<td>r_0</td>
<td>Dimensionless radial distance</td>
</tr>
<tr>
<td>s</td>
<td>Laplace variable</td>
</tr>
<tr>
<td>S</td>
<td>Skin factor, dimensionless</td>
</tr>
<tr>
<td>t</td>
<td>Time, s</td>
</tr>
<tr>
<td>t_D</td>
<td>Dimensionless time</td>
</tr>
<tr>
<td>T</td>
<td>Temperature, K</td>
</tr>
<tr>
<td>T_r</td>
<td>Reservoir temperature, K</td>
</tr>
<tr>
<td>T_s</td>
<td>Steam temperature, K</td>
</tr>
</tbody>
</table>

Greek Letters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>Thermal diffusivity, m²/sec</td>
</tr>
</tbody>
</table>
\begin{align*}
\alpha_1 & \text{ First front angle} \\
\alpha_2 & \text{ Second front angle} \\
\beta & \text{ Steam condensation coefficient, dimensionless} \\
\delta & \text{ Density ratio, dimensionless} \\
\theta_1 & \text{ Exponent for mobility variation} \\
\theta_2 & \text{ Exponent for storativity variation} \\
\mu & \text{ Viscosity, Pa.s} \\
\rho & \text{ Density, kg/m}^3 \\
\phi & \text{ Porosity, fraction} \\
\Phi & \text{ Flow potential, Pa} \\
\end{align*}

APPENDIX A: DEVELOPMENT OF THE SOLUTION TO FLOW EQUATION IN THE INTERMEDIATE REGION

A solution to equation 13 is obtained by comparison with the solution for the general Bessel equation. The general Bessel equation in Laplace space is given in [26] as:
\[
\frac{d^2 y}{dx^2} + \frac{n d y}{dx} + \frac{q^2}{x^{m-n}} y = 0
\]

A solution to this equation is:
\[
y = A x^{\frac{1}{2}(\theta_2 - \theta_1)} K_\theta\left(\frac{2q}{m-n+2} x^{\frac{1}{2}(m-n+2)}\right) + B x^{\frac{1}{2}(\theta_2 - \theta_1)-1} L_\theta\left(\frac{2q}{m-n+2} x^{\frac{1}{2}(m-n+2)}\right)
\]

Where
\[
v = \frac{1}{m-n+2}
\]

Comparison of equation 13 with the general Bessel equation above yields:
\[
\overline{p_{2D}} = \overline{y} \\
\overline{r_D} = x \\
1 - \theta_1 = n \\
\frac{M_{12}}{F_{12}} (\theta_1 - \theta_2) = \frac{q^2}{2} \\
1 - \theta_2 = m
\]

The equivalent solution to equation 13 is therefore:
\[
\overline{p_{2D}} = \overline{r_D} \overline{f_1}(\overline{x}) + \overline{r_D} \overline{K}_\theta(\overline{x})
\]

Where
\[
y = \frac{\theta_2}{2} \\
\theta_1 = \frac{\theta_1 - \theta_2}{2} + 1 \\
\xi = \frac{M_{12}}{F_{12}} \frac{\sqrt{(R_{12} - \theta_1 \cot \alpha_1 h_D) \theta_1 - \theta_2}}{b}
\]

APPENDIX B: MATRIX OF COEFFICIENTS FOR PRESSURE SOLUTION

Taking Laplace of the boundary conditions introduced in the description of the model, the elements of the matrix of coefficients are written as:
\[
\begin{align*}
\alpha_{11} &= \sqrt{s} I_1\left(\sqrt{s}\right) \\
\alpha_{12} &= -\sqrt{s} K_1\left(\sqrt{s}\right) \\
\alpha_{21} &= \int_0^{R_{D0}} I_0\left(\sqrt{s} \overline{\gamma}_{12}\right) d\overline{r}_D \\
\alpha_{22} &= \int_0^{R_{D0}} K_0\left(\sqrt{s} \overline{\gamma}_{12}\right) d\overline{r}_D \\
\alpha_{23} &= -\int_0^{R_{D0}} \overline{R}_{12} \overline{f}_1\left(\overline{r}_{12b}\right) d\overline{r}_D \\
\alpha_{24} &= -\int_0^{R_{D0}} \overline{R}_{12} \overline{K}_\theta\left(\overline{r}_{12b}\right) d\overline{r}_D \\
\alpha_{33} &= \int_0^{R_{D0}} \overline{r}_{12b} \overline{f}_1\left(\overline{r}_{12b}\right) d\overline{r}_D \\
\alpha_{34} &= \int_0^{R_{D0}} \overline{r}_{12b} \overline{K}_\theta\left(\overline{r}_{12b}\right) d\overline{r}_D \\
\alpha_{35} &= -\int_0^{R_{D0}} \overline{R}_{12} \overline{f}_1\left(\overline{r}_{12b}\right) d\overline{r}_D \\
\alpha_{36} &= -\int_0^{R_{D0}} \overline{R}_{12} \overline{K}_\theta\left(\overline{r}_{12b}\right) d\overline{r}_D \\
\end{align*}
\]

For infinite-acting reservoir:
\[
\alpha_{65} = \alpha_{66} = 0
\]

For no-flow boundary:
\[
\alpha_{65} = \frac{M_{13}}{F_{13}} s \overline{r}_{60} \\
\alpha_{66} = -\overline{K}_1 \frac{M_{13}}{F_{13}} s \overline{r}_{60}
\]

For constant-pressure boundary:
\[
\alpha_{65} = \frac{M_{13}}{F_{13}} s \overline{r}_{60} \\
\alpha_{66} = \overline{K}_1 \frac{M_{13}}{F_{13}} s \overline{r}_{60}
\]

The elements of matrix \(d\) are written as:
\[
d_1 = -\frac{1}{s}
\]
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