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Abstract—In this paper, we focused on developing efficient 
mining algorithm for discovering patterns from large data 
collection. and search for useful and interesting patterns. In the 
field of text mining, pattern mining techniques can be used to 
find various text patterns, such as frequent itemsets, closed 
frequent itemsets, co-occurring terms. This paper presents an 
innovative and effective pattern discovery technique which 
includes the processes of pattern deploying and pattern evolving, 
to improve the effectiveness of using and updating discovered 
patterns for finding relevant and interesting information. In 
proposed system we can take sufficient .txt file as inputs & we 
apply various algorithms & generate expected results. 

Text-mining refers generally to the process of extracting 
interesting and non-trivial information and knowledge from 
unstructured text. An important difference with search is that 
search requires a user to know what he or she is looking for while 
text mining attempts to discover information in a pattern that is 
not known beforehand.  
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I. INTRODUCTION 

Text mining is the discovery of interesting 
knowledge in text documents. It is challenging 
issue to find accurate knowledge in text documents 
to help users to find what they want. Many 
applications, such as market analysis and business 
management, can benefit by the use of the 
information and knowledge extracted from a large 
amount of data. Knowledge discovery can be 
effectively use and update discovered patterns and 
apply it to field of text mining [17][31]. Data 
mining is therefore an essential step in the process 
of knowledge discovery in databases, which means 
data mining is having all methods of knowledge 
discovery process and presenting modeling phase 
that is application of methods and algorithm for 
calculation of search pattern or models.  In the past 
decade, a significant number of data mining 
techniques have been presented in order to perform 
different knowledge tasks. These techniques include 
association rule mining, frequent item set mining, 

sequential pattern mining, maximum pattern mining 
and closed pattern mining. Most of them are 
proposed for the purpose of developing efficient 
mining algorithms to find particular patterns within 
a reasonable and acceptable time frame [2]. With a 
large number of patterns generated by using the 
data mining approaches, how to effectively exploit 
these patterns is still an open research issue.  

Text mining is the technique that helps users 
find useful information from a large amount of 
digital text data [16]. It is therefore crucial that a 
good text mining model should retrieve the 
information that users require with relevant 
efficiency. Traditional Information Retrieval (IR) 
has the same objective of automatically retrieving 
as many relevant documents as possible whilst 
filtering out irrelevant documents at the same time. 
However, IR-based systems do not adequately 
provide users with what they really need. Many text 
mining methods have been developed in order to 
achieve the goal of retrieving for information for 
users. We focus on the development of a knowledge 
discovery model to effectively use and update the 
discovered patterns and apply it to the field of text 
mining. The process of knowledge discovery may 
consist as following: 

 Data Selection 
 Data Processing 
 Data Transaction 
 Pattern Discovery 
 Pattern Evaluation. 

Text mining is also called as knowledge discovery 
in databases because, we frequently find in 
literature text mining as a process with series of 
partial steps among other things also information 
extraction as well as the use of data mining. when 
we analyze data in knowledge discovery in 
databases is aims of finding hidden patterns as well 
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as connections in those data. While the ability to 
search for keywords or phrases in a collection is 
now widespread such search only marginally 
supports discovery because the user has to decide 
on the words to look for. On the other hand, text 
mining results can suggest “interesting” patterns to 
look at, and the user can then accept or reject these 
patterns as interesting. In this research we present 
pattern taxonomy model which extracting 
descriptive frequent patterns by pruning the 
meaningless ones. patterns are sorted based on their 
repeations.    

II.LITERATURE REVIEW 

A.Text Mining 

Text mining is nothing but data mining, as the 
application of algorithm as well as methods from 
the machine learning and statistics to text with goal 
of finding useful pattern, Whereas data mining 
belongs in the corporate world because that's where 
most databases are, text mining promises to move 
machine learning technology out of the companies 
and into the home" as an increasingly necessary 
Internet adjunct (Witten & Frank, 2000) – i.e., as 
"web data mining" (Hearst, 1997). Laender, 
Ribeiro-Neto, da Silva, and Teixeira (2001) provide 
a current review of web data extraction tools. 
Text mining is also referred to as text data mining, 
roughly equivalent to text analytics, it refers to 
process of deriving high quality information form 
text. and high quality of information is derived 
through devising of patterns. Text analysis involves 
information retrieval, lexical analysis, word 
frequency distributions, pattern recognition, 
information extraction, and data mining techniques 
including link and association analysis, 
visualization to turn text into data for analysis 
via..natural language processing and analytical 
methods. On otherhand we called -Text mining is a 
variation on field called data mining, that tries to 
find interesting patterns from large datasets. This is 
a concept of text mining describe in this section. 

 

B. Pattern Discovery  
The pattern used as a word or phase that is extracted 
from the text document. There are numbers of 

patterns which may be discovered from a text 
document, but not all of them are interesting.  Only 
those evaluated to be interesting in some manner 
are viewed as useful knowledge. It is midfield task 
between association rule mining and inductive 
learing. It aims at finding patterns in labelled data 
that are descriptive.  
A system may encounter a problem where a 
discovered pattern is not interesting a user. Such 
patterns are not qualified as knowledge. Therefore, 
a knowledge discovery system should have the 
capability of deciding whether a pattern is 
interesting enough to form knowledge in the current 
context. 

C. Pattern Taxonomy 
Pattern can be structured into taxonomy-used 
knowledge discovery model is developed towards 
applying data mining techniques to practical text 
mining applications. Knowledge Discovery in 
Databases (KDD) can be referred to as the term of 
data mining which aims for discovering interesting 
patterns or trends from a database. In particular, a 
process of turning low-level data into high-level 
knowledge is denoted as KDD. The concept of 
KDD process is the data mining for extracting 
patterns from data. we focus on development of 
knowledge discovery model to effectively use & 
update discovered patterns and apply it to the field 
of text mining. 

III. PRAPOSED SYSTEM 

In terms of pattern discovery, the data mining 
techniques can be used for pattern discovery.   
In Fig.1 we pass input file type .txt .& read that text 
file.  
Then we apply various algorithms on it like 
stemmer algorithem, PTM and IPE & display result. 
However, the main drawback of using data mining 
is the explosion of numbers of discovered patterns.  
Both closed pattern-based approaches and non-
closed-based approaches can be adopted and used 
in a pattern-based. 



      International Journal of Engineering Trends and Technology (IJETT) – Volume 4 Issue 10- October 2013 
 

ISSN: 2231-2803                    http://www.ijettjournal.org  Page 4552 
 
 

 

Fig. 1  Proposed System Block Diagram. 

IF system for pattern discovery. The weight of a 
pattern is in direct proportion to the pattern’s 
frequency in documents. 

A. Pattern Taxonomy Model 
There are two main stages are consider in PTM 
,first one is –how to extract useful phases from text 
documents. and second one is, how to use these 
discovered patterns to improve effectiveness of a 
knowledge discovery system. The main focus of 
this algorithm is deploying process, which consist 
of pattern discovery and term support evaluation. In 
this paper, we assume that all text documents are 
split into paragraphs. So a given document d yields 
a set of paragraphs PS(d). Let D be a training set of 
documents, which consists of a set of positive & 
negative documents, Let T = {t1. t2. t3. t4…. tm., ..} be 
a set of terms (or keywords) which can be extracted 
from the set of positive documents [8][31]. 

B. Frequent and Closed Patterns 

Frequent Patterns is one that occurs in atleast a user 
specific percentage of database, that percent is 
called support 
 
Given a termset X in document d, X is used to 
denote the covering set of X for d, which includes 
all paragraphs dp  PS(d) such that X  dp. i.e. 

X ={ dp | dp   PS (d) , X  dp } 

Its absolute support is the number of occurrences of 
X in PS(d), that is supα (X) = |X|. Its relative support 

is thefraction of the paragraphs that contain the 
pattern, that is, supr  (X) = . 

A termset X is called frequent pattern if its supr (or 
supα)  ≥ min_sup.[31] 

C. Closed Sequential Patterns 
Closed sequential pattern is a frequent sequential 
pattern such that it is not included in another 
sequential pattern having exactly same support. 
A sequential pattern s=<t1; . . . ; tr>( ti elements of 
T) is an ordered list of  terms. A sequence s1= <x1; 
. . . ; xi> is a subsequence of another sequence 
s2<=y1; . . . ; yj>, is called s1 is sub-set of s2, iff j1; 
. . . ; jy such that 1<= j1 < j2 . . . < jy <=j and x1=yj1; 
x2=yj2; . . . ; xi=yjy. Given s1 is sub-set of s2; we 
usually say s1 is a sub-pattern of s2, and s2 is a 
super pattern of s1. In the following, we simply say 
patterns for sequential patterns.[31] 
A sequential pattern X is called frequent pattern if 
its relative support (or absolute support) _ min sup, 
a minimum support.[2].A frequent sequential 
pattern X is called closed if not  any super pattern 
X1 of X such that supa(X1)= supa(X). 

 Composition Operation 

Let p1 and p2 be sets of term number pairs. P1    P2 is 
called composition of p1 and p2 which satisfies- 

       P1    P2 = {(t,x1+x2)|(t,x1)€P1,(t,x2) €P2} U {(t, 
x)|(t, x) € P1UP2, not(t,_) €P1     P2} 

    Where is the wild card that matches any number 

Example: 

   {(t1, 3),(t2, 2), (t3, 3), (t4, 3)}     {(t2,3), (t5,4)} = {(t1, 3),(t2, 
5), (t3, 3), (t4, 3), (t5, 4)}. 

 Here we add the common elements and which is not 
common we write as it is. In the above example t2 
elements are available in both sets so {(t2,2+3)} as 
composition and another elements of sets we write as it 
is.[31] 

D. Inner Pattern Evolution 
In this section, we discuss how to reshuffle supports 
of terms within normal forms of d-patterns. The 
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technique will be useful to reduce the side effects of 
noisy patterns because of the low-frequency 
problem. This technique is called inner pattern 
evolution here, because it only changes a pattern’s 
term supports within the pattern. A threshold is 
usually used to classify documents into relevant or 
irrelevant categories. Using the d-patterns, the 
threshold can be defined naturally as follows: 
Threshold (dp) = minp E DP (∑tw E β p support (t))[31] 
 

E. Shuffling 
The time complexity of Algorithm decided by the 
number of calls for Shuffling algorithm and the 
number of using      operation. 
The task of algorithm Shuffling is to tune the 
support. 
Distribution of terms within a d-pattern. A different 
strategy is dedicated in this algorithm for each type 
of offender. As stated in steps  in the algorithm 
Shuffling, complete conflict offenders (d-patterns) 
are removed since all elements within the d-patterns 
are held by the negative documents indicating that 
they can be discarded for preventing interference 
from these possible “noises.” 

IV.EXPERIMENTAL ANALYSIS 

A. Requirement Analysis 
For implementation of this system, we used .Net 
technology. A main part of the .Net technology and 
structure is the ASP.net set of technologies. These 
web development technologies are used in the 
making of Websites and net services working on 
the .NET infrastructure. ASP.NET was billed by 
Microsoft from one of their big technologies and 
web programmers can make use of any encoding 
language they want to write ASP.NET, from Perl to 
C Sharp (C#) and of course VB.NET and a few 
extra language unspoken with the .NET technology. 
 

B. Hardware And Software Requirements 

1) Hardware Requirements 

 Windows XP 

 RAM – 1GB 

 Hard Disk -  40GB 

 

2) Software Requirements 

 .Net Framework 

 IIS 7.0 

 SQL Server 

 
C. Result 
 

 
Fig.2 selection of inputs & apply Stemmer Algorithm 

 
Fig.3 Stemmer Algorithm. 

 
Fig.4 PTM / Inner Pattern Algorithm 
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Fig.5 Frequent and Close Patterns. 

 
D. System Performance 

Fig.6 shows the size of the various Pattern.. The Y-
axis represents the number of times that pattern 
may occurs. The X-axis represent the number of 
patterns in the form of sentences. 
 

 
Fig.6 System Performance of Each Pattern 

V.CONCLUSION AND FUTURE WORK 

Many data mining techniques have been proposed 
in the last decade, these techniques include 
association rule mining, frequent item set mining, 
sequential pattern mining, maximum pattern 
mining, and closed pattern mining. However, using 
these discovered knowledge (or patterns) in the 
field of text mining is difficult and ineffective, 
because some useful long patterns with high 
specificity lack in support (i.e., the low-frequency 
problem).In this research work, have mainly 
focused on developing efficient mining algorithm 
for discovering patterns from a large data 
collection. and search for useful and interesting 

patterns. In proposed technique we can take input 
file .txt then we apply various algorithms such as 
stemmer, PTM, Inner pattern & display expected 
output. The proposed technique uses two processes, 
pattern deploying and pattern evolving, to refine the 
discovered patterns in text documents.  
 In our future work we will investigate better 
means of exploration of long patterns and look at 
more diverse kinds of texts, especially large 
collections of text where a two level hierarchy may 
not be sufficient. We will also support the filtering 
of patterns by their usage trend over time. Metrics 
can be defined to characterize frequency 
distributions associated with each pattern and 
identify that are increasing, decreasing, showing 
spikes or gaps, etc. Finally, we have focused here 
on patterns of repetitions, other features can be 
extracted from the text (e.g. name entities, part of 
speech patterns) and explored in a similar fashion. 
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