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Abstract—In today’s time when everyone is 

surrounded by digital data, the development of 

internet-related technologies, like cloud databases, 

social media platforms and much more, is rapidly 

increasing which raises the problem of information 
security. Today anyone can easily generate identical 

copies of any text document. So, to protect the data 

or the content i.e., intellectual property of someone, 

some measures are needed to verify the authenticity 

of one’s work. Copyright protection is one of the 

most important and difficult challenges for the 

researchers. So, for verification, many researchers 

have proposed several algorithms to embed a 

watermark in a text document (In simple words 

embedding a watermark means hiding some secret 

information in the document which is hard to detect). 

The proposed approach uses the application class 
property of MS-Word document, RGB colour values 

of text and spacing between the lines to hide the 

watermark in a monocoloured MS-Word text 

document. Several different documents are used for 

evaluation which got attacked by different types of 

changes. 
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I. INTRODUCTION 

Nowadays, the digitalisation of information 
is becoming more and more common. In this modern 

digital world, the spread of the information in the 

digital format is rapidly increasing. Advancement in 

internet technologies is one of the factors that 

encourages this increase. Various forms of data such 

as audio, video, text and images can be quickly 

communicated between two points in this era. With 

this ease comes the concern of securing this 

information from unauthorized users and protecting 

the authenticity of the digital work. There are a 

number of ways which are used by hackers today to 

retrieve the data making it susceptible to 
manipulation and fraud. One of the solutions to this 

problem is digital watermarking which hides a secret 

message into the digital content and hence plays a 

vital role in copyright protection and authentication 

of the content. The idea is to place a secret message 

inside the text document without losing the meaning 

of the digital content which later on can be used for 

verification of ownership. The proposed method uses 

multiple levels of text watermarking for the same.  

In the current pandemic scenario of COVID 

19, mostly all schools and universities will have to 

take online examinations to cope up with the same. 
Hence, there would be an increase in the digital 

content. Watermarking the answer sheets of students 

would help them claim their authenticity. Since the 

proposed algorithm gives an easy and fast watermark 

embedding way, hence the algorithm is very useful in 

the current scenario. 
Every organisation, small or big, has certain 

important text documents associated with it which are 

integral to its working. The problem with the existing 

techniques is that they are not robust enough and less 

secure. The challenge is two-folded. First is to detect 

the presence of any formatting attacks, and second is 
to prove ownership of the document. A new 

framework is proposed here which deals with these 

challenges and is more robust, imperceptible and 

easy to embed.  

Main points covering contribution to this 

research are: 

1. The work proposes a new digital text 

watermarking technique which uses certain 

properties of both application class and 

document class of a monocoloured MS 

Word Document to embed a watermark. 
2. Apart from these properties, the count of 

certain alphabets is used for embedding the 

watermark thus ensuring a quick detection 

of any kind of formatting attack. 

3. The proposed work is robustup to 99.99% 

against formatting attacks and is highly 

secured. 

4. Any attacker would be unable to remove the 

watermark without strongly altering the 

watermarked document. 

The rest of the paper is structured as 

follows: Section 2 shows the recent and related work 
done in the field. Section 3 deals with the detailed 

description of the proposed method followed by 

section 4 where results obtained are discussed. 

Section 5 concludes the paper and gives direction to 

the future work. 
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II. RELATED WORK 

Watermarking in text documents is an active 

area of research. There is a lot of work that has been 

done in watermarking of audio, video and image 

files[1] [2]. In case of text documents some 

interesting work has been done by many scholars 

using various approaches. Kim et al. [3] has proposed 

a technique in which they grouped adjacent words to 

form segments and then classified the segments using 

word class information, then they hide the 

information in these segments using spacing between 

the words of the same class whereas Alotaibi et al. 
[4] has used the pseudo-space that is very small space 

between two parts of the same word they have altered 

this space to store the binary bits in the document. 

Jamanet al. [5] proposed an algorithm using natural 

language processing, and in their work, they have 

used various grammatical rules like verbs, 

conjunction, preposition, modals and articles for 

watermarking [6]. Some scholars have used space 

between words and lines to hide watermark [7] 

[8][9]. 
Iqbal et al. [10] uses the special properties 

of MS-Word documents that cannot be altered by any 

formatting or change in content of the document [11] 

[12], in their approach they hide the encrypted key to 

insert in these special properties. Khadam et al. [13] 

has also used these special properties to hide they 

watermark, in their proposed work they have 

generated an encrypted message, then they convert 

them to a binary string followed by converting to a 

decimal string, after which they divide that string to 

four equal parts followed by taking logarithms of 

these number, whose value they insert in the top, 

right, left and bottom margin of the MS-Word 
document.  

Rizzo et al. [14] has proposed a technique in 

which they substitute Latin symbols with homoglyph 

symbols to prevent any visual change in the content 

of the text document they have used different 

Unicode symbols for substitution which looks nearly 

the same as of the symbol to be substituted, in 

proposed work they embed their secret password by 

substitution of the Latin symbols by homoglyph 

symbols. [15] glyphs are also used to hide the 

watermark.  
Afifyet al. [16] has proposed a hybrid 

approach which they have used the concept of natural 

language processing along with structural technique 

and hashing. They have used the most occurring 

word in the document to embed their watermark in 

the document. They have altered the space in the left 

of the word to insert a bit in that word along with this 

watermark. They have also used MD5 hashing 

technique to hash the complete document to check if 

the document has been tampered or not.  

 

 

 

 

III. THE PROPOSED METHOD 

In this section, the detailed algorithm and 

framework used for embedding watermarks in a text 

document is presented followed by its extraction. The 

document class of MS Word has many properties 

(WSP) which can be used to store the watermark 
without actually affecting the contents of the 

document. Some of these properties have been 

exploited to embed the multi-level watermark. The 

proposed technique is highly robust. The entire 

procedure is divided into three sections: The first 

section deals with the method of generating 

watermark followed by the embodiment of this 

watermark in the document and then finally checking 

against any formatting attack by extracting the 

watermark. Figure 1 shows the complete architecture 

of the text watermark system. 

A. Generating Watermark: 

This section describes how the watermarks 

to be embedded in the document are generated. Three 

different types of watermarks are generated. For the 

first type, the aim was to embed a part of the 

generated watermark in as many words as possible. 

For this, research was done and it was found that in 

most cases 100% of the document can be covered if 

the watermark is hidden using vowels and the letter 
„y‟.  Algorithm 1 is used for the same. The entire 

document is iterated over and the individual counts of 

all the five vowels along with the letter „y‟ is stored. 

Binary strings corresponding to these counts are 

randomly generated. These binary strings serve the 

purpose of the hidden information that has to be 

embedded in the text document. The second type of 

watermark is generated by taking in account the 

number of lines in the document. A binary string of 

length equal to the number of lines in the document is 

generated and then embedded. The third watermark 

will be an encrypted key. Figure 2 shows the 
generation of watermark for a text document and 

Algorithm 1 describes the pseudo code for the same. 

B. Embedding Watermark: 

In the proposed approach, multi-level 

embedding of watermarks is being performed. The 

watermarks generated in part A are to be embedded 

in the text document. This is done using two 

properties of the document class. Algorithm 2 
describes the entire procedure for embedding 

watermark. 

The watermarks generated against the count 

of the vowels and the letter „y‟ are stored in the 

document by using the font colour of the document. 

Each of the values 0 and 1 are assigned a particular 

font colour value. As the document is iterated over, 

the font colour of the vowels and the letter „y‟ are 

changed as per the corresponding character of the 

binary string. This process is followed for all the six 

letters under consideration. Thus, using the font  
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colour of the text document six watermarks are 

embedded.One of the major advantages of applying 

this technique is that it covers almost every word of 

the document, hence even a minor change in the 

content of the document would be easily detectable. 

 
Algorithm 1: Watermark Generation 
 

Input: MS-Word Doc (T) 
Output: s_a, s_e, s_i, s_o, s_u, s_y, s_line // Secret binary string 
Start: 
Data: c_a, c_e, c_i, c_o, c_u, c_y // Count of character a, e, i, o, u, 

y 
Variable Declaration: 

num_char = Number of characters in T 
    c_line = number of lines in T 

Initialization: 
c_a = 0, c_e = 0, c_i = 0, c_o = 0, c_u = 0, c_y = 0 
    for(i = 1 to num_char) do 
        curr_char = T[i] 
        if(curr_char == 'a' or curr_char == 'A') then 
            c_a = c_a + 1 
        elif(curr_char == 'e' or curr_char == 'E') then 
            c_e = c_e + 1 
        elif(curr_char == 'i' or curr_char == 'I') then 
            c_i = c_i + 1 
        elif (curr_char == 'o' or curr_char == 'O') then 
            c_o = c_o + 1 
        elif(curr_char == 'u' or curr_char == 'U') then 
            c_u = c_u + 1 
        elif(curr_char == 'y' or curr_char == 'Y') then 
            c_y = c_y + 1 
        end if 
    end for 
    s_a <- Random binary string of length c_a 
    s_e <- Random binary string of length c_e 
    s_i <- Random binary string of length c_i 
    s_o <- Random binary string of length c_o 
    s_u <- Random binary string of length c_u 
    s_y <- Random binary string of length c_y 
    s_line <- Random binary string of length c_line 
 
end 

 

To ensure extra security, the second type of generated 

watermark is embedded in the document using 
another property of the document class which is the 

space between the lines. Again 0 and 1 are assigned 

different values and the entire document is iterated 

over each line. Corresponding to the value of the 

character in the string, space between the lines is 

altered.This second type of watermark embedding 

still allows to prove ownership of the digital data 

even if some formatting attack changes the font 

colour of the document. The third kind of watermark 

which is inserted is the encrypted key. It is inserted 

using the  

 

 

 

 

 

 
 

 

 

 

application class of MS-Word document and remains 

unaffected by any change in the content and 

formatting of the document.Apart from ownership 

verification, this step becomes crucially important in 

the case when some formatting attack alters both the 

font colour and spacing between lines of the entire 

document.  After the watermarks are embedded, the 

watermarked document is in the MS Word format 
only.  

 
Algorithm 2: Watermark Embedding 

 
Input: MS-Word Doc (T), s_a, s_e, s_i, s_o, s_u, s_y, s_line, 

Secret Key (SK) 
Output: Watermarked Document(T') 
Start: 
Data:  

RGB_1, RGB_2 // RGB color values 
Space_1, Space_2 // Line space values 

Variable Declaration: 
num_char = Number of characters in T 
c_line = number of lines in T 
WSP = MS-Word Special Property 

Initialization: 
 i_a = 0, i_e = 0, i_i = 0, i_o = 0, i_u = 0, i_y = 0 
 WSP = SK 
for(i = 1 to num_char) do 
        curr_char = T[i] 
        if(curr_char == x) then // where x is a, e, i, o, u, y 
            if(s_x[i_x] == '0') then 
                T[i].Color = RGB_1 
            else 
                T[i].Color = RGB_2 
            end if 
            i_x = i_x + 1  
        end if 
    end for 
    for(i = 1 to c_line) do 
        if(s_line == '0') then 
            T.Line[i].Space = Space_1 
        else 
            T.Line[i].Space = Space_2 
        end if 
    end for 

 
end 

 

C. Watermark Extraction: 

Watermark extraction is the reverse process of 

embedding watermark. It is the step where any 

possible format attacks are detected and ownership of 

the document is proved. The hidden watermark is 
extracted from the text document and compared with  

 

 

Watermarked 

Document 

Extracting watermarks: 

 Detection 

 Authentication 

OriginalTex

t Document 

Embedding watermarks: 

 Generation 

 Insertion 

Attacks 

Figure 1: Architecture of TextWatermark 
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                                                             Figure 2: Generating Watermarks 

 

 

 

 

 

 
 

 

 

 

 

 

 

the embedded watermark for the same. The detailed 

process is described in Algorithm 3.  

The system iterates over the entiredocument 

and stores the colour code of the five vowels and the 

letter „y‟ in the form of binary strings. Hence six 
binary strings are generated from the document 

which are then compared with the original binary 

strings that were embedded in the document.Any 

kind of change in the content of the document 

generates a different binary key of one or more 

letters, thus marking the presence of some formatting 

attack. Second type of watermark is extracted by 

iterating over all the lines of the document. Again, a 

binary string is generated from the input document 

depending on the value of the line spaces which is 

then compared with the string embedded in the 
document. Third type of watermark is extracted from 

the application class property of MS-Word document. 

This helps the user acclaim his/her ownership of the 

document.  

 
Algorithm 3: Watermark Extraction 

 
Input: MS-Word Doc (T') 
Output: s_a, s_e, s_i, s_o, s_u, s_y, s_line, SK 
Start: 
Data: RGB_1, RGB_2 // RGB color values 

Space_1, Space_2 // Line space values 
Variable Declaration: 

num_char = Number of characters in T' 
 c_line = number of lines in T' 
 WSP = MS-Word Special Property 

Initialization: 
 i_a = 0, i_e = 0, i_i = 0, i_o = 0, i_u = 0, i_y = 0 
 SK = WSP 
    for(i = 1 to num_char) do 
        curr_char = T'[i] 
        if(curr_char == x) then // where x is a, e, i, o, u, y 
            if(T'[i].Color == RGB_1) then 
                s_x += '0' 
            elif(T'[i].Color = RGB_2) then 
                s_x += '1' 
 else 
                throw error('Document is tempered') 
            end if  
        end if 
    end for 
    for(i = 1 to c_line) do 
        if(T.Line[i].Space = Space_1) then 
            s_line += '0' 
        elif(T.Line[i].Space = Space_2) then 
            s_line += '1' 
        else  

throw error('Document is tempered')            

end if 

    end for 

end 
 

 

 

 

 

 

 

 

 

 

 

 

IV. RESULTS AND DISCUSSION 

Multiple experiments were performed to test 

the system. Following two parameters were used as 

the basis of evaluation: 

1. Robustness 

2. Imperceptibility 

The first two types of watermark embedded 

are text dependent whereas the third type of 
watermark that is inserted for the purpose of 

experiments is “This is a secret message.” 

 

A. Robustness 
Any document is subject to several types of 

formatting attacks. A system is said to be robust if it 

is able to recover its embedded watermark even after 

such attacks. The multilevel watermarking done helps 

achieve a very high rate of robustness because even if 

the first two watermarks are lost, the third one is 

recovered as it is. The two parameters used to 
compute robustness are Pattern matching rate (PMR) 

and Watermark Distortion Rate (WDR) and are stated 

as follows: 

 

𝑃𝑀𝑅 =
𝑁𝑜. 𝑜𝑓 𝑝𝑎𝑡𝑡𝑒𝑟𝑛𝑠 𝑚𝑎𝑡𝑐𝑕𝑒𝑑 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦

𝑁𝑜. 𝑜𝑓 𝑤𝑎𝑡𝑒𝑟𝑚𝑎𝑟𝑘 𝑝𝑎𝑡𝑡𝑒𝑟𝑛𝑠
 

 

𝑊𝐷𝑅 = 1 − 𝑃𝑀𝑅 
 

The proposed technique is 99.99% robust 

against formatting attacks. Table I shows the 
robustness value for various documents. The table 

values were obtained after applying all types of 

formatting attacks to the documents. Formatting 

attacks like bold, italics, underline, font size, font 

type were applied and it was found that all types of 

watermarks were recovered with 100% accuracy. A 

message showing “First two watermarks recovered. 

Third watermark is: This is a secret message” pops 

up. However, change in font colour destroys one of 

the watermarks and change in spacing between lines 

removes the other type of watermark. Yet the third 
type of watermark was always recovered making the 

system highly robust against formatting 

attacks. Figure 3 shows two cases: one is when all 

three watermarks are recovered and the other is when 

one of the first two watermarks are destroyed but 

third is recovered as it is.    

The Generated Watermarks Are: 
A = 101101, E = 01011000, I = 111
, O = 11110, U = 1 

 

This is a sample text 
to show how 
watermarks are 
generated for a given 
text.  

 

 

SYSTEM THAT GENERATESWATERMARKS 
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Figure 3: Top Figure: When all three Watermarks are Recovered. 

Bottom figure: When one of the First Two Watermarks is Lost but 

Third is Recovered as it is. 

Table I: Robustness Achieved for Various Documents 

DOCUMENT 
ROBUSTNESS 

ACHIEVED 

Document 1 100% 

Document 2 100% 

Document 3 99.99% 

B. Imperceptibility 

A system is said to be imperceptible if it 

allows embedding watermarks in a text document 

without affecting the contents of the documents. It is 

both a primary and fundamental requirement of the 

watermark. The two measures used to measure 

imperceptibility are Peak Signal to Noise Ratio 
(PSNR) and Similarity (SIM) percentage which are 

formalized as follows: 

𝑃𝑆𝑁𝑅 = 20𝑙𝑜𝑔10

𝑂𝑑𝑜𝑐 (𝑀𝑎𝑥)

𝑅𝑀𝑆𝐸
 

𝑆𝐼𝑀 = [1 −
𝑅𝑀𝑆𝐸

𝑂𝑑𝑜𝑐  𝑀𝑎𝑥 
] × 100 

 

where Odoc(Max) is a maximum pixel value 

in a document and RMSE (root mean squared error) 

is calculated as follows: 

 

𝑅𝑀𝑆𝐸 =  
1

𝑚 × 𝑛
  [𝑂𝑑𝑜𝑐  𝑖. 𝑗 − 𝑊𝑑𝑜𝑐 𝑖, 𝑗 ]2

𝑛−1

𝑗=0

𝑚−1

𝑖=0

 

 

Figure 4 shows the images of the document 

before and after embedding the watermarks. The 

images can be seen to be similar showing the high 

imperceptibility of the system. Extensive experiments 

were done to measure PSNR and SIM values. To 

calculate the PSNR and SIM values a python system 
has been used in which the original image and the 

watermarked image of the document are loaded as a 

matrix by OpenCV. Odoc(max) value is the maximum 

value of the matrix. NumPy is used to find the RMSE 

value followed by PSNR and SIM values.The PSNR 

values were found to be between 33.499 and 45.821. 

And SIM values were found between 97.886 and 

99.2. The acceptable value of PSNR should be above 

30 to attain a high level of imperceptibility. Table II 

shows PSNR and SIM values for different 

documents. 

 

 

Figure 4: Top figure: Original document. Bottom figure: 

Watermarked Document. 

Table II: PSNR and SIM Values for Different Documents 

DOCUMENT PSNR SIM 

Document 1 33.499 97.886 

Document 2 38.467 98.13 

Document 3 45.821 99.2 

 

V. CONCLUSION AND FUTURE WORK 

A robust and secure method is proposed to 

authenticate the digital contents as the system embeds 

multiple watermarks. Several techniques are 

proposed in this field. But the proposed system 
achieves higher levels of security as it uses multiple 

level of watermarks. Through experiments it was 

seen that the proposed work is low in capacity but 

highly robust, imperceptible and also fast in 

embedding of watermark. In the future, the work will 

be extended for detection of all types of the 

formatting attacks and location of changes in the 

document. Apart from detection, it is proposed to 

come up with a system that can get back the original 

document. And specifically, for online examination 

due to COVID 19 pandemic scenario, watermarking 

can be performed on images of diagrams provided by 
the studentto claim their authenticity. 
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