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Abstract - Distinguish COVID-19 from other respiratory diseases remains a demand mainly in machine learning solutions. 

The overlapping symptoms can confuse identifying the type of disease and lead to misdiagnosis. This paper evaluates feature 

extraction methods in conjunction with machine learning to determine a positive COVID-19 class. Pre-processing 

operations on a benchmark COVID-19 x-ray images dataset include under-sampling, resizing, converting into grayscale 

images, and noise removal. These operations are carried out to reduce the data produced by the dataset. A hybrid approach 

was used to conduct the evaluation, with Histogram of Oriented Gradient and Haralick as feature extractor methods and 

Support Vector Machine and K-Nearest Neighbors as classifiers. Several different parameters help measure the classifiers' 

performance. Compared to other hybrid methods, the Support Vector Machine with a Histogram of Oriented Gradient 

feature extraction performed the best. It has the highest accuracy score possible, coming in at 93.31%. The feature 

extraction method contributes to higher performance in the x-ray image classifier. In the future, additional feature extraction 

strategies, such as deep learning, may be potential competitors to this work. 

 

Keywords - COVID-19, Feature Extraction, Machine Learning, Support Vector Machine, K-Nearest Neighbors.  

 

1. Introduction 
SARS-CoV-2 is a subset of the Coronaviruses (CoVs) 

group. CoVs group consists of highly diverse, enveloped, 

positive-sense, and single-stranded RNA viruses [1]. This 

virus might have been transmitted to humans by pangolins 

or other animal hosts. However, the virus's global spread is 

caused by respiratory droplets through physical contact with 

human-to-human transmission [2]. The common symptoms 

of COVID-19 are dry cough, fever, dyspnea, diarrhea, 

headache, shortness of breath, and bilateral lung infiltrates 

[3]. They state that late detection of COVID-19 might cause 

patients to develop severe COVID-19 and critical 

complications, such as cardiac injury and acute respiratory 

distress syndrome. Hence, early detection of COVID-19 is 

needed to prevent the spread of the virus and prevent 

patients from developing severe COVID-19 illnesses. 

 

One way to diagnose or detect COVID-19 patients is by 

using chest x-ray (CXR) images. CXR images significantly 

differ in the chest images of positive and negative COVID-

19 patients. According to [4], usually, positive COVID-19 

patients show the presence of bilateral radiographic 

abnormalities in CXR images. Chest images can help detect  

 

COVID-19 by using specific techniques, such as machine 

learning algorithms, deep learning algorithms, convolutional 

neural networks, and transfer learning [5-8]. However, 

different methods produce different accuracy, sensitivity, 

and specificity rates. 

 

Furthermore, it is hard to distinguish COVID-19 from 

other respiratory diseases because they share similar 

symptoms [9]. For example, fever, dry cough, shortness of 

breath, and sore throat are the common symptoms of both 

COVID-19 and the flu. Besides, COVID-19, pneumonia, 

and acute respiratory distress syndrome have the same 

gastrointestinal symptoms, such as diarrhea, vomiting, 

nausea, and anorexia [34]. It will contribute to late COVID-

19 detection and rapid spread of COVID-19, as they do not 

seek medical care and have poor awareness of COVID-19 

prevention [11].  

 

Much work on the classification of the images from 

various domains [12-14]. CXR images, mainly for COVID-

19 CXR images are still in research demand. Research on 

COVID-19 CXR images using the most recent deep 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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convolutional neural networks [12]. In this work, class 

decomposition steps involve using different pre-trained 

CNN models like VGG19 to extract features and create a 

deep feature space from the images. Principle Component 

Analysis (PCA) is also used to reduce the dimension of 

deep feature space. The proposed solution achieved a high 

accuracy of 93.1% by using the VGG19 pre-trained CNN 

model.  

 

Furthermore, a finding by [14] has developed a 

predictive model for COVID-19 based on CXR images to 

identify the available learning image categories at a fast 

pace using a small sample size. The proposed model used 

the concept of one-shot cluster-based learning. One-cluster 

based-learning is a process of human learning using a few 

examples. Generalized Regression Neural Networks and 

Probabilistic Neural Networks were used to classify the 

images into four classes: pneumonia bacterial, pneumonia 

virus, and normal COVID-19. A total of 306 chest x-ray 

images are collected from the publicly available dataset by 

Joseph Cohen. Based on the results obtained, the proposed 

model can differentiate chest x-ray images in the COVID-19 

class more effectively compared to the other three 

categories since the COVID-19 class achieved an accuracy 

of 85.23%, while 63.29% accuracy for pneumonia bacterial, 

61.84% accuracy for pneumonia virus and 65.80% accuracy 

for normal class. The model also performs better than other 

deep learning models like AlexNet, GoogleNet, and ResNet 

as it has less training time and simple calculations. Based on 

the previous research that has been conducted, both CNN 

and machine learning can produce high accuracy and have 

better performance in image classification. However, the 

machine learning method could be more suitable for dealing 

with smaller datasets than the CNN method.  

 

CNN can perform feature extraction. As for a small 

dataset of less than 10000. Other feature extraction methods 

to comply with machine learning methods, such as SVM 

and KNN, should be evaluated further. One of the potential 

feature extractors is the Histogram of Oriented Gradients 
(HOG), as it is known to be more energy-efficient than 

CNN [15]. It is also evident that deep learning algorithms 

consume much time during training [16]. HOG involves a 

feature extractors strategy and uses a simple computation. It 

has a good capability in extracting features from image data. 

It works by the edge direction and is based on a gradient to 

decompose into smaller regions [17]. 

 

Another potential feature extraction is Haralick, an 

image texture analysis that utilizes spatial gray tone co-

occurrence texture features. It is suitable for image 

extraction, where a region of interest determination is on a 

square matrix of the dimension gray value [18]. Haralick 

texture is one of the fast calculation formulations in feature 

extraction [19]. These features are calculated from the Gray 

Level Co-occurrence Matrix (GLCM), a matrix that counts 

the co-occurrence of nearby gray levels in the image. To 

calculate the GLCM and Haralick features. This method 

utilizes the joint probability distributions of pixel pairs. As a 

function of the grey level, GLCM displays the frequency 

with which each grey level at a pixel on a fixed geometric 

relative position to each other pixel. Haralick method has 

high potential in improving feature extraction ability as it is 

still widely used, especially in image feature determination 

[20]. Harlick was used in many image detection domains 

[21-22]. Therefore, this paper aims to evaluate HOG and 

Haralick feature extraction methods using machine learning 

to detect a positive COVID-19 class using CXR images. 

 

2. Related Work 
Numerous studies and findings have been conducted 

and applied to detect COVID-19 using chest x-ray images. 

These studies employ various techniques and procedures, 

including machine learning algorithms, convolutional neural 

networks transfer learning, and deep learning algorithms. 

Some reviewed research utilized the same domain with 

similar or distinct techniques, while others used different 

domains with the same methods. It proposed a rapid and 

automatic COVID-19 detection system utilizing chest x-ray 

images [23]. In image processing, the robust features 

algorithm and K-means clustering extract and cluster feature 

descriptors from images. In the meantime, SVM classifiers, 

one of the machine learning classifiers, assist in identifying 

the appearance of COVID-19 viruses in the images. SVM 

classifiers are also accountable for classifying images as 

positive for COVID-19 or healthy. They used two distinct 

types of datasets, distinct from the dataset for this study. 

These two datasets include 170 chest radiograph images for 

both COVID-19-positive and healthy subjects. The SVM 

classifier proposed method is compared to the CNN model. 

According to the findings, SVM classifiers produced 

superior results and achieved a higher accuracy rate of 

94.12% than CNN classifiers. This is due to CNN's 

effectiveness with larger datasets. SVM classifier has the 

limitation of requiring a longer running time than CNN. 

Despite this, both the SVM classifier and CNN can make 

precise and timely COVID-19 predictions. 

 

Researched to classify COVID-19 chest x-ray images 

using deep convolutional neural networks. Decompose, 

Transfer, and Compose is another name for this deep 

convolutional neural network (DeTraC) [24]. For normal 

and positive COVID-19 classes, 80 and 116 chest x-ray 

images are used. COVID-19 detection from chest x-ray 

images involves class decomposition, transfer learning, and 

class composition. Class decomposition involves various 

pre-trained CNN models, such as VGG19, to extract image 

features and generate a deep feature space. 

 

PCA is also used to reduce the dimension of deep 

feature space throughout that step. Next, the objective of 

transfer learning is to test, compare, and evaluate various 
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pre-trained CNN models. The composition phase, the 

execution, will aid in improving the classification of the 

images. The proposed DeTraC achieved a high level of 

accuracy of 93.1% by employing a pre-trained VGG19 

CNN model and a sensitivity rate of 100%. A predictive 

model for COVID-19 using chest x-ray images [14] is to 

rapidly identify the available learning image categories 

using a small sample size. The proposed model used the 

concept of cluster-based learning in a single instance. One-

cluster based-learning is a human learning method that 

employs a few examples. The proposed model can 

differentiate chest x-ray images in the COVID-19 class 

more effectively than in the other three classes, as the 

COVID-19 class achieved an accuracy of 85.23 percent, 

compared to 63.29% for pneumonia bacterial, 61.84% for 

pneumonia virus, and 65.80 percent for the normal class. 

The model outperforms other deep learning models such as 

AlexNet, GoogleNet, and ResNet due to its shorter training 

time and straightforward calculation. 

 

In addition, referencing a study by [7], an automated 

prediction model for COVID-19 was proposed. Chest x-rays 

are used to determine whether a patient has contracted this 

disease. Using CNN and transfer learning algorithms, these 

images will be classified into three classes: positive 

COVID-19, other pneumonia infection, and no infection. 

VGG-16 and ResNet-50 are the two methods used in 

transfer learning algorithms. In total, 2,905 chest images 

were collected by Rahman et al. and included in this study's 

dataset (2021). Two hundred nineteen chest x-ray images 

correspond to the positive COVID-19 class, 1,345 images 

correspond to other pneumonia infection classes, and 1,341 

images do not conform to any infection class. According to 

the proposed method's results, the VGG-16 model has a 

higher accuracy of 97.67% than CNN and ResNet-50, which 

generate an accuracy of 93.67% and 96.47%, respectively. 

Machine learning algorithms can identify and forecast 

COVID-19 and classify chest x-ray images. Predictive 

models for COVID-19 diagnosis have been developed using 

fourteen clinical features, including the white blood cell 

count (WBC), Eosinophil (E%), Neutrophil (N%), 

Lymphocyte (L%), Neutrophil-Lymphocyte (N/L), 

Monocytes (M%), Lymphocyte-Monocyte (L/M), Basophils 

(B%), Hemoglobin (Hb), Hematocrit (Pro) [25]. This study 

employed six distinct classifiers, including the Bayes 

classifier (BayesNet), the logistic-regression classifier 

(Logistic), the lazy-classifier (Blk), the CR meta-classifier, 

the rule-learner (PART), and the decision tree classifier 

(J48). It is only concerned with Chinese COVID-19 

patients. Taizhou Hospital in Zhejiang Province collected 

the clinical characteristics of 114 COVID-19 patients 

between 17 January 2020 and 17 February 2020. With an 

accuracy of 84.12%, the CR meta-classifier is the most 

accurate classifier for predicting COVID-19 based on the 

results obtained. The performance of CR meta-classifiers is 

also superior to that of the other five classifiers. Despite 

this, this study does not consider the COVID-19 symptoms 

in diagnosing the disease due to the paucity of data. 

 

COVID-19 can be predicted using epidemiology data 

[26]. The General Directorate of Epidemiology of the 

Mexican Secretariat of Health compiled the epidemiology 

dataset. COVID-19 patients in Mexico are represented by 

263,007 data and 41 attributes, including demographic data, 

clinical data, and RT-PCR test results. There are two 

collected demographic variables: gender and age. In the 

meantime, clinical data, including pneumonia, obesity, 

asthma, diabetes, cardiovascular diseases, chronic kidney 

diseases, hypertension, and tobacco, have been recorded. 

Since it employs supervised machine learning algorithms, 

this dataset also includes the targeted class output, denoted 

by 1 for positive and 0 for negative classes. The dataset is 

divided into a training set of 80% and a testing set of 20%. 

The prediction model is developed using Nave Bayes, 

logistic regression, decision tree, support vector machine, 

and ANN. Using the decision tree model, the proposed 

model achieves high accuracy of 94.99%, while the SVM 

model achieves the highest sensitivity rate of 93.34%. Using 

the Nave Bayes model, it is possible to achieve a specificity 

rate of 94.30 percent. 

 

Machine learning algorithms detect diseases such as 

pneumonia and malaria. Machine learning classifiers can aid 

in predicting pneumonia [27]. For the classification process, 

5,856 chest x-ray images comprised 1,583 normal chest 

images and 4,273 positive Pneumonia infection images. 

This dataset is divided into 80% training set data, 10% 

testing set data, and 10% validation set data. The prediction 

model is constructed using CNN, Random Forest, KNN, 

AdaBoost, Gradient Boost, XGBoost, and deep learning 

algorithms. Fivefold and tenfold cross-validation is used to 

evaluate each technique. The accuracy of the proposed CNN 

model is 98.42%, which is higher than the accuracy of the 

other six techniques. For the testing set, Random Forest 

achieves a high level of accuracy of 97.61%. A separate 

study proposed a Malaria prediction model based on 

algorithms for machine learning. In this study, SVM and 

ANN are the machine learning classifiers employed in 1,680 

malaria-related data [35]. According to the results, SVM 

models are more accurate and generate a lower error rate 

than ANN models. 

 

3. Materials and Methods 
3.1. System Architecture 

Figure 1 depicts the main steps of the proposed method 

system architecture. The procedures involve adding images, 

processing them beforehand, extracting features, dividing 

images, classifying them, and evaluating the results. The 

patient's chest x-ray images are entered first to begin the 

process. Then,  all images will undergo under-sampling to 

overcome imbalanced class problems. Then, the chest x-ray 

images will be resized as some images have different sizes. 
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Fig. 1 System Architecture

After that, all the images will be converted into 

grayscale images. Noise on the images will also be removed 

to maintain the quality of the data. The next step is the 

feature selection process. Feature selection reduces the 

number of input variables to reduce the computational cost 

and improve the machine learning algorithm's performance. 

The cleaned and selected dataset will subsequently be 

divided into two sets, training and testing. Then, the images 

will be fed into the classification model to detect the 

probability of data in the positive and negative classes. 

SVM and KNN are the two machine learning classifiers 

used in this research. This model will train, test, and 

evaluate the performance of the models using a testing set. 

The evaluation metrics will compare and select the most 

suitable classification predictive model, including accuracy, 

specificity, and sensitivity scores.  

3.2. Datasets 

A CXR images datasets used in this study is one of the 

popular public X-ray data. The CXR images consisted of 

3,616 chest x-ray images for the COVID-19 class and 

10,192 for the normal class [29]. However, the evaluation 

considered balanced data from 3,616 chest x-ray images for 

positive COVID-19 and negative COVID-19 classes. 

3.3. Pre-processing 

All chest x-ray images were resized and rescaled from 

299 x 299 pixels to 64 x 128 pixels since the images were 

collected from four countries. Each country used different 

types of devices that produced various images. Next, 

convert the RGB chest x-ray images into grayscale images. 

After conducting this process, the result was that less 

information was stored for each pixel, reducing the model's 

training time. After that, impulse or salt-and-pepper noise 

on the grayscale images was removed using the median blur 

function. 

 

3.4. Feature Extraction 

Feature extraction was conducted using two methods: 

HOG and Haralick feature extractions. HOG is one of the 

feature descriptors for image detection. The HOG descriptor 

focuses on the structure or the shape of an object. It is better 

than any edge descriptor because it uses the gradient's 

magnitude and angle to compute the features. The image 

regions generate histograms utilizing the volume and 

orientations of the gradient. HOG features have been 

extracted for each pre-processed image of dimension (64 × 

128) as suggested in a few works of literature [16]. 
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Table 1.  Example of Results of feature extraction using HOG 

Smooth Images Result of Feature Extraction using HOG 

 

 

 

 

 

 

 

 

 

Haralick texture feature extraction is based on Gray 

Level Co-occurrence Matrix calculation. It is a matrix that 

counts the co-occurrence of nearby gray levels in images. It 

resulted in a new reduced set of features being created, 

containing summarized information from the original set. 

Tables 1 and 2 show the six samples of the smooth images 

and the result after extracting features using HOG and 

Harallick feature extractors. HOG feature extraction 

produces results in images, while Haralick results are in 

arrays as it calculates the average values of the features. 

3.5. Support Vector Machine 

Support vector machine or also known as SVM 

classifier. This classification algorithm was found by Boser, 

Guyon, Cortes, and Vapnik. SVM classifier is called 

Maximum Margin classifier since it has a unique 

characteristic that can reduce the observed classification 

error and enlarge the geometric margin concurrently [30-

31]. In SVM classification, data points in space are 

separated by a dividing plane or hyperplane [30]. The 

hyperplane is located where class labels are placed on each 

side of the hyperplane [31], and the maximum distance from 

every side to the nearest vector is the optimum margin. 

SVM classification algorithm can produce better 

performance in accuracy rate than other classification 

algorithms.  
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Table 2. Results of feature extraction using Haralick 

Smooth Images Result of Feature Extraction Using Haralick 

  

  

  

 

3.6. K-Nearest Neighbors 

K-Nearest Neighbors or KNN classification algorithm. 

KNN classifiers group similar objects nearest to each other 

in the feature space. Also, this classifier is the most 

straightforward classification algorithm since the 

classification process only considers the labels of objects 

closest to them by a majority vote. Furthermore, KNN 

classifiers are lazy learners because it only involves two 

steps: storing all information on training samples and 

creating a classifier if a new and unlabeled test sample 

needs to be classified [32]. Two methods to assign class 

labels for an object is acquiring a majority vote of the K 

nearest reference points [29]. The advantages of KNN 

classifiers include simple implementation, ease of 

understanding, fast training time, and robustness towards 

noisy training data [33]. Despite that, KNN classification 

algorithms can cause classification errors if only a few 

features are available for the classification process [32].  
 

4. Computational Result and Discussion 
4.1. Parameter Settings  

As for SVM, three models were experimented with to 

fine-tune the kernel, C, and gamma parameter values to find 

the best combination of hyperparameters and high accuracy 

scores. Kernel functions are a collection of mathematical 

functions that assist in transforming input data into the 

required form of processing data. The kernels are linear, 

polynomial, and radial basis functions (RBF). For KNN, 

three experiments involving these models of fine-tuning the 

k parameter value to find the best combination of 

hyperparameters and high accuracy scores. The K parameter 

refers to the number of closest neighbors that should be 

included in the majority of the voting procedure. KNN 

models were trained with different split ratios, 50:50, 60:40, 

70:30, 80:20, and 90:20, for each experiment. Every 

experiment used various KNN models for the training 

process, including the basic KNN model, KNN with HOG  

 

feature extraction, and KNN with Haralick feature extractor. 

Each KNN model also was trained with different k values. 

In the first experiment, the k value was set to 85. The 

optimal k value equals the square root of the total number of 

samples. K value was set to 45 and 5 for the other two 

experimental works. 

  

4.2. Computational Result using Variants of SVM Models 

For the first experiment, the kernel function of the 

SVM models was set to a linear kernel. Linear kernels are 

one of the most common kernels used by other researchers. 

This kernel is usually used when the data is linearly 

separable, which means it can be separated using a single 

line. This kernel consists of two main parameters, gamma 

and C. Table 3 shows the accuracy, precision, and recall 

scores obtained in the first experiment for all three SVM 

models;  based on the training and testing split percentage. 

The three classification models achieved an accuracy score. 

The accuracy value represents the number of chest x-ray 

images that the classification models could correctly 

classify into COVID-19 and normal classes. When using a 

90:10 training testing split ratio, all three types of SVM 

models achieved the highest accuracy values. The 

maximum accuracy of SVM, SVM with HOG feature 

extraction, and SVM with Haralick feature extractor was 

83.56%, 88.12%, and 74.17%, respectively. 

Moreover, during the 50:50 training testing split ratio, 

the SVM model had the lowest accuracy of 79.97%. The 

SVM with HOG feature extraction and the Haralick feature 

extractor had the most insufficient accuracy of 86.27% and 

71.31%, respectively, during the 60:40 training testing split 

ratio. Overall, the SVM with HOG feature extraction 

performed better and produced an excellent accuracy value 

compared to the other two models. SVM with the Haralick 

feature extractor had the worst performance and scored the 

lowest accuracy among the three trained and tested models. 

Overall, SVM with HOG feature extraction had the most 

outstanding recall value among the three models. In 
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contrast, SVM with the Haralick feature extraction model 

had the least recall value of the other two classification 

models. The SVM with HOG produced the highest 

precision of the other two models, whereas the SVM with 

the Haralick feature extractor model had the lowest 

precision score.  

As shown in Table 3, the accuracy score was achieved 

by the three classification models based on Polynomial 

Kernel. The SVM model achieved the highest accuracy 

value of 91.02% during the 90:10 training testing split ratio. 

Meanwhile, both SVM with HOG feature extraction and 

SVM with Haralick feature extractor had the maximum 

accuracy value of 93.31% and 50.50%, respectively, during 

the 70:30 training testing split percentage. Moreover, during 

the 50:50 training testing split ratio, the SVM and SVM 

with HOG feature extraction models had the lowest 

accuracy of 89.07% and 91.92%, respectively. In 

comparison, the SVM with the Haralick feature extractor 

had the most insufficient accuracy of 47.68% during the 

80:20 training testing split ratio. Overall, the SVM with 

HOG feature extraction performed better and produced the 

most remarkable accuracy value compared to the other two 

models. 

In contrast, SVM with the Haralick feature extractor 

had the worst performance and made the lowest accuracy 

score among the three trained and tested models. SVM with 

HOG feature extraction had the most outstanding recall 

value among the three models. In contrast, SVM with the 

Haralick feature extraction model had the least recall value 

of the other two classification models. Overall, the SVM 

with HOG produced the most excellent precision value of 

the other two models, whereas the SVM with the Haralick 

feature extractor model had the lowest precision value. 

Moreover, during the 50:50 training testing split ratio, 

the KNN, KNN with HOG feature extraction, and KNN 

with Haralick feature extractor models had the lowest 

accuracy of 83.32%, 82.68%, and 69.52%, respectively. 

Overall, the KNN with HOG feature extraction performed 

better and produced the highest accuracy value compared to 

the other two models. KNN with the Haralick feature 

extractor had the worst performance and obtained the lowest 

accuracy score among the three trained and tested models. 

The KNN model had the most outstanding recall value 

among the three models, whereas KNN with the Haralick 

feature extraction model had the least recall value of the 

other two classification models. Overall, the KNN with 

HOG produced the highest precision value of the other two 

models, whereas KNN with the Haralick feature extractor 

model had the lowest precision score.  

As for Fork = 45, both KNN and KNN with Haralick 

feature extractor models achieved the highest accuracy 

value of 87.56% and 75.55%, respectively, during the 90:10 

training testing split ratio. Meanwhile, the KNN with HOG 

feature extraction had the maximum accuracy value of 

85.91% during the 80:20 training testing split percentage. 

Moreover, during the 50:50 training testing split ratio, the 

KNN, KNN with HOG feature extraction, and KNN with 

Haralick feature extractor models had the lowest accuracy 

of 84.70%, 83.65%, and 72.20%, respectively. Overall, the 

KNN model performed better and produced the highest 

accuracy value compared to the other two models. KNN 

with the Haralick feature extractor had the worst 

performance and provided the lowest accuracy score among 

the three trained and tested models. The KNN model had 

the highest recall value among the three models, whereas 

KNN with the Haralick feature extraction model had the 

least recall value of the other two classification models. 

Overall, the KNN with HOG produced the most outstanding 

precision value of the other two models, whereas KNN with 

the Haralick feature extractor model had the lowest 

precision score.  

With k = 5, the KNN model achieved the highest 

accuracy value of 87.69% during the 70:30 training testing 

split ratio; meanwhile, both KNN with HOG feature 

extraction and KNN with Haralick feature extractor had the 

maximum accuracy value of 86.32% and 79%, respectively, 

during 90:10 training testing split percentage. Moreover, 

during the 60:40 training split ratio, the KNN and KNN 

with Haralick feature extractor models had the lowest 

accuracy of 86.86% and 75.14%, respectively. KNN with 

the HOG feature extraction model obtained the highest 

accuracy score during the 50:50 training testing split ratio of 

84.01%. Overall, the KNN model performed better and 

produced better accuracy than the other two.  

The highest recall score obtained by the KNN model 

was during the 80:20 training testing split ratio with 

92.22%, while the model achieved the lowest recall score of 

90.58% during the 50:50 training testing split ratio. Next, 

the second model, KNN with HOG feature extraction, 

obtained the highest recall of 82.45% during the 80:20 

training testing split percentage. The lowest recall score was 

during the 50:50 training testing split ratio of 79.45%. Then, 

the KNN with the Haralick feature extractor had the highest 

recall during the 90:10 training testing split percentage of 

78.14%. It obtained a 73.59% recall value, the lowest 

during the 60:40 training testing split ratio. The KNN model 

had a better recall value among the three models, whereas 

KNN with the Haralick feature extraction model had the 

lowest recall value compared to the other two classification 

models. Overall, the KNN with HOG produced the highest 

precision value of the other two models, whereas KNN with 

the Haralick feature extractor model had the lowest 

precision score. 
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Table 3. Performance of  SVM and its variants 

Type of 

Kernels 

Split 

Ratio 

Accuracy (%) Recall (%) Precision (%) 

SVM 

SVM 

+ 

HOG 

SVM 

+ 

HARALICK 

SVM 

SVM 

+ 

HOG 

SVM 

+ 

HARALICK 

SVM 

SVM 

+ 

HOG 

SVM 

+ 

HARALICK 

Linear 

50:50 79.97 86.39 71.51 81.04 86.81 63.21 78.26 86.43 76.56 

60:40 80.71 86.27 71.31 82.51 86.82 62.21 77.95 86.30 77.03 

70:30 82.11 87.14 72.58 84.13 87.03 64.00 79.17 87.31 78.09 

80:20 82.51 87.76 73.04 84.27 87.60 65.73 79.97 87.72 76.62 

90:10 83.56 88.12 74.17 85.21 86.61 68.30 81.21 89.54 77.88 

Polynomial 

50:50 89.07 91.92 49.36 90.48 93.62 2.00 87.33 90.75 1.00 

60:40 89.63 92.36 49.53 90.87 93.21 8.00 88.11 91.90 1.00 

70:30 90.27 93.31 50.50 91.61 94.37 27.00 88.66 92.61 1.00 

80:20 90.87 93.08 47.68 92.77 94.28 93.87 88.67 91.98 48.59 

90:10 91.02 92.67 50.00 91.59 93.44 90.43 90.33 92.18 50.30 

RBF 

50:50 89.65 89.62 67.80 92.78 91.11 60.54 86.00 88.74 71.63 

60:40 89.83 90.35 67.88 93.31 91.78 60.35 85.83 89.53 72.04 

70:30 91.05 90.64 69.03 94.23 91.38 61.65 87.37 92.61 73.19 

80:20 90.87 91.08 69.79 93.78 92.20 63.78 87.56 90.06 72.12 

90:10 91.43 90.60 68.50 94.37 92.07 62.29 88.12 89.62 71.69 

 
Table 4. Performance of  KNN and its variants

 

4. Conclusion 
Two machine learning algorithms, SVM and KNN 

models have been used in the project for the classification 

process. Each algorithm also consists of three models: the 

basic model and HOG and Haralick feature extractions. All 

of these models can achieve and obtain good accuracy 

values. SVM with HOG feature extraction performed better 

and produced the highest accuracy, precision, and recall 

values than the other five models. It obtained an accuracy 

score of 93.31%, 94.37%, and 88.12%, respectively, for the 

recall and precision values. 

 

Meanwhile, SVM with Haralick feature extraction 

produced the lowest accuracy value of 74.17%, a recall 

value of 68.30%, and a precision score of 77.88%. HOG has 

demonstrated a good performance in improving the SVM 

and KNN methods for image classification. In the future, 

HOG can be enhanced and tested with other machine 

learning and deep learning methods on balanced and 

imbalanced CXR images.  

 

K-value Split Ratio 

Accuracy (%) Recall (%) Precision (%) 

KNN 

KNN 

+ 

HOG 

KNN 

+ 

HARALICK 

KNN 

KNN 

+ 

HOG 

KNN 

+ 

HARALICK 

KNN 

KNN 

+ 

HOG 

KNN 

+ 

HARALICK 

85 

50:50 83.32 82.68 69.52 91.52 74.65 62.23 73.45 89.48 73.62 

60:40 83.71 83.23 70.48 92.36 75.42 64.76 73.53 90.03 74.03 

70:30 84.70 82.99 72.67 92.35 74.88 68.99 75.66 92.61 75.19 

80:20 85.27 85.14 72.90 92.51 78.55 69.77 76.79 90.24 74.11 

90:10 84.39 85.35 71.82 92.20 79.23 67.75 74.11 89.62 74.25 

45 

50:50 84.70 83.65 72.20 91.86 77.27 69.14 76.16 89.07 74.32 

60:40 84.89 84.79 72.45 92.58 78.34 68.77 75.58 90.50 75.03 

70:30 86.40 84.05 74.56 93.02 77.51 72.43 78.70 89.71 76.31 

80:20 86.93 86.10 74.15 93.21 80.22 73.39 79.69 90.70 74.22 

90:10 87.56 85.91 75.55 93.87 80.05 74.04 74.11 89.62 74.25 

5 

50:50 86.94 84.01 75.29 90.58 79.45 74.93 82.46 87.88 75.88 

60:40 86.86 85.58 75.14 91.26 81.46 73.59 81.54 89.28 76.66 

70:30 87.69 85.99 76.35 91.90 81.59 74.52 82.67 89.91 77.98 

80:20 87.49 86.24 77.19 92.22 82.45 75.90 81.90 89.02 77.63 

90:10 86.18 86.32 79.00 91.45 82.24 78.14 79.83 89.85 79.88 
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