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Abstract - Opinion mining presents one of the most prominent fields in sentiment analysis to deal with the enormous content 

generated by social media. Opinion mining is used to track people's moods based on any product and helps collect different 

reviews against the product in many fields. This paper aimed to identify the individual’s emotions and sentiments expressed 

by their with various subjects and products. The present work comprises pre-processing of the extracted tweets data, 

followed by TF-IDF-based feature extraction and feature selection, and optimization using the Cuckoo Search algorithm. 

The sentiment classification is performed using Naïve Bayes and Support Vector Machine into positive, negative, and neutral 

opinions. In the simulation analysis, 10000 samples were analyzed in terms of precision, recall, and accuracy. The overall 

analysis shows that CS-SVM outperformed the CS-Naïve Bayes classifier with an average accuracy of 93%. The success of 

the proposed CS-optimized sentiment classification is further justified by comparative analysis against the existing studies. 

Keywords - Cuckoo Search, Naïve Bayes, Opinion Mining, Sentiment Analysis, Support Vector Machine. 

1. Introduction  

The computational study that is applied to analyze 

different opinions of people, like appraisals, attitudes, 

evaluations, appraisals, emotions, etc., against any products, 

issues, organizations, events, and their attributes are known 

as opinion mining or sentiment analysis. Opinions are 

considered a central part of human activities that shows the 

behavior of making decisions based on others' opinions [1]. 

In opinion mining, text elements are processed with the help 

of Natural Language Processing (NLP) which applies math 

to determine positive or negative. Many techniques are 

available to analyze the author’s view that depends on NLP 

textual information.  

 

The opinion mining software automatically extracts 

people's emotions, sentiments, and opinions and also shares 

people's feelings on the web [2, 3]. The author introduced a 

Twitter sentiment analysis framework [4].  In recent years, 

people have been very comfortable sharing their feelings 

regarding products using social media like blog posts, 

reviews, comments, and tweets depending on different 

topics [5]. Opinion mining helps in many fields to collect 

different reviews against the product. For example, in 

marketing, if any new product is launched, then opinion 

mining describes the likes or dislikes of people against the 

product features [6]. Sentiment analysis determines a piece 

of writing that belongs positive, negative, or neutral. The 

sentiments are classified into two positive or negative 

categories and are also categorized on an n-point scale, i.e., 

good, satisfactory, very good, bad, or very bad [7]. 

 

 
Fig. 1 Sentiment analysis emotions classification 

Fig. 1 describes the different sentiment analysis 

emotions classification that includes three sub-categories 

positive, neutral, and negative. The positive indicates that 

users are fully satisfied with the product. The neutral 

indicates that the product is average means not very good or 

not very bad. The negative defines that the product is very 

bad or useless. In recent years, many researchers 

represented a lot of work based on opinion analysis using 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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the CNN and hybrid techniques using the SVM [8, 9]. 

Different authors proposed several applications of sentiment 

analysis. SA is applied to various sectors, such as political, 

medical, business, public opinion, etc., to collect several 

opinions of the users [10]. One of the recent research works 

presented by [11] is based on the sentiment analysis of 

COVID-19 with the help of Twitter datasets.  

 

The major difficulty arises when encountering sarcastic 

sentences. They reflect different senses and meanings 

depending upon the situation of the sender. Also, it has been 

observed that people express their negative sentiments while 

using positive words, which significantly challenges the 

sentiment analysis work. It also adds to the variability 

among the textual contents. However, most researchers have 

not included the normalization that is a must when using 

non-standard data for sentiment classification or opinion 

mining. Another gap that exists is the difficulty in assigning 

the polarity to aspects that have observed great bias.   

 

2. Literature Survey 
This section of the paper discussed literature surveys 

that several authors represent by implementing different 

approaches for sentiment analysis or opinion mining. The 

proposed work implements Cuckoo Search (CS) for 

optimization, and Naïve Bayes (NB) is applied for 

classification.  

      

Kowcika et al. (2013) presented a system that collects 

valuable information from Twitter and analyzed sentiment 

analysis based on tweets for smartphones conflict. The 

proposed system effectively counts the age of the user. The 

Naïve Bayes approach is applied to categorize the category 

of the user with the help of gender. The tweet has been 

labeled through a sentiment classifier model that 

systematically examines the data based on different user 

constraints such as age, gender, and location group [12].  

 

Pandey et al. (2017) introduced a metaheuristic 

approach named Cuckoo Search, and K-means (CSK) was 

applied to find out the cluster heads based on sentimental 

contents. The author performs experimental results on 

different Twitter datasets. The proposed CSK approach has 

been compared with other techniques such as Cuckoo 

Search (CS), Particle Swarm Optimization (PSO), Improved 

CS, and two N-Grams approaches. The experimental results 

describe that the CSK performs better than other 

approaches, and the proposed work accuracy is computed as 

79% [13].  

 

Zvarevashe and Olugbara (2018) designed a sentiment 

analysis with an opinion-mining framework based on the 

feedback of hotel customers. The author selected the dataset 

named as OpinRank because it has unlabeled reviews that 

provide flexibility based on custom experimentation. The 

proposed work automatically prepared a sentiment dataset 

for training and testing that helps to extract opinions of the 

hotel services through reviews. As in the result section, a 

comparative analysis of NB multinomial, minimal 

sequential optimization, complement Naïve Bayes (NB), 

and Composite hypercubes are performed to discover a 

suitable algorithm for classification. The highest precision is 

calculated as 80.9% by applying the Naïve Bayes 

multinomial [14]. 

 

Kermani et al. (2020) proposed an approach based on 

machine learning for Twitter sentiment analysis. The author 

applied method four feature extractions: TF-IDF, scoring 

using SentiWordNet, sentiment scoring, and semantic 

similarity that define the tweets class. For classification, two 

classifiers were applied: SVM and NB. The experimental 

results show that the proposed work provides higher 

accuracy than existing approaches [15]. 

 

Aljameel et al. proposed a model that analyzes 

sentiment analysis based on the awareness of the preventive 

procedures for COVID-19. The author implemented the 

study in the five regions of Saudi Arabia. The Twitter 

dataset is collected at the time of curfew. Several machine 

learning algorithms are applied to process the data: SVM, 

NB, and KNN. The experimental results show that the SVM 

classifier performs better with the TF-IDF approach and 

computed higher accuracy of 85%. At last, the author 

describes that the people who belong to the southern region 

have the highest awareness of COVID-19, and the people of 

the middle region have the least awareness [16]. 

3. Proposed Methodology 
This section describes the methodology related to the 

proposed work. The dataset used for the analysis is “Twitter 

Sentiment Analysis,” available at the Kaggle website 

https://www.kaggle.com/c/twitter-sentiment-analysis2. It is 

used for the text processing task to determine positive, 

negative, and neutral opinions. The steps used in the 

proposed work are further divided into pre-processing, 

feature extraction, feature selection, training, and 

classification. Fig. 2 describes the workflow diagram related 

to the proposed work. 

3.1. Pre-processing 

The first step of the methodology section is known as 

pre-processing. This is the basic step that cleans the 

collected data. The data is collected from different sources 

that are in an unorganized form [17]. It contains unwanted 

information. So, the pre-processing step helps clean the data 

and organize it. Several authors applied different pre-

processing approaches to remove unwanted textual 

information for sentiment analysis [18, 19, 20]. Krouska et 

al. (2016) introduced several pre-processing techniques 

applied to the three Twitter datasets related to sentiment 

analysis. In the proposed work, the major contribution of 
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pre-processing step is categorized into three sub-parts: 

normalization, punctuation removal, and stop words [30]. 

3.1.1. Normalization 

The first step that comes under the pre-processing is 

known as normalization, which is applied to remove the 

irrelevant data from a large collection of the extracted data. 

When the data is extracted from the datasets, it is full of 

noise, including URLs, links, tags, etc. So normalization 

helps remove the data that is unimportant or related to the 

work. Javed & Kamal applied normalization for sentiment 

analysis to remove the tags and URLs because these are not 

important for the sentiment analysis process [22]. 

 

3.1.2. Punctual Removal 

The text contains several punctuation symbols like 

commas and colons that do not contain any relevant 

information. These symbols are not useful for text analysis. 

So punctuation symbols are removed from the input text 

[23]. Text-based sentiment analysis also consists of several 

punctuation marks, so removing all the punctuation marks 

from the text is very important. 

 

3.1.3. Stop Word Removal 

During the pre-processing step, filtered words are 

known as stop words. Some common words are articles, 

pronouns, a, and, the, etc. Stop words help to remove 

unwanted words that are useless for text classification. Stop 

word removal is also very helpful for sentiment analysis. 

After all, it helps to enhance the system's performance 

because it removes all the meaningless words. The 

illustration of pre-processing is given in Table 1. It 

describes the pre-processing through the example. The text 

is processed according to the pre-processing methods. The 

result of the pre-processing is passed to the feature 

extraction in which relevant features are extracted. 

 
Table 1. Illustration of Text Pre-processing 

Processing  Example 

Raw Text 
Sentiment analysis is a significant task 

in Natural Language Processing (NLP). 

Normalization 
Sentiment analysis is a significant task 

in natural language processing (NLP). 

Punctuation 

Removal 

sentiment analysis is a significant task 

in NLP 

Stop Word 

Removal 

sentiment analysis significant task in 

NLP 

 

3.2. Feature Extraction 

One of the most difficult tasks in sentiment analysis is 

known as feature extraction. Several techniques are 

available that are applied to perform feature extraction, such 

as TF-IDF, N-gram, Doc2Vec, etc. In the proposed work, 

TF-IDF is applied for feature extraction because it is based 

on a weight metric that finds the importance of words for 

the document. 

3.2.1. Term Frequency-Inverse Document Frequency (TF-

IDF) 

TF is used to determine the number of times based on a 

particular term t that arises in document d. If any term 

increases several times, then its frequency is also increased.  

TF is computed by applying the ratio of two terms that are t 

and d, where t denotes the frequency of a term in a 

document and d denotes the number of terms in the 

particular document. TF is responsible for checking the 

frequency of stop words that occur multiple times [24]. 

 

The generalized formula of TF is discussed below: 

 

TF
(t,doc)=

number of times term t appears in a text document (doc)
total number of terms in a text document (doc)

 

 (1) 

The responsibility of IDF is applied to check the 

importance of the terms that occur in the document. It also 

gives importance to the words that are occurred several 

times in the document. The Formula of IDF is described 

below: 

 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡,𝑑𝑜𝑐) = 𝑇𝐹(𝑡,𝑑𝑜𝑐) × 𝐼𝐷𝐹(𝑡)  (2) 

 

Where t is denoted as a term, the doc is denoted as a 

document. The extracted text features representing the text 

terms are further passed to the next step. For feature 

extraction, opinions were collated and represented using the 

tf-idf scheme. The opinions (𝑂𝑃) has been represented in 

the form of vectors represented in the given equation:- 

 

𝑂𝑃 = (𝑣1𝑃,𝑣2𝑝, 𝑣3𝑝 … … , 𝑣𝑡𝑝)  (3) 

 

Each vector dimension belongs to a distinct word (w), 

or the term used for the respective opinion in the tweets is p. 

The relation of opinion with the word has been drawn in the 

form of a matrix given as follows in Table 2:- 
 

Table 2. Opinion (𝑂𝑃) vs Word (w) matrix 

 
Word (w) 

1 

Word (w) 

2 
……… 

Word (w) 

n 

𝑂𝑃 1 0 0.4  0.3 

𝑂𝑃  2 0.7 0  0 

…     

𝑂𝑃  n 0.2 0  0.8 
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Fig. 2 Work Flow Diagram 
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Tf-idf is a widely popular term used for the weighting 

system, and it can be described as follows: a set of 

documents given as follows, 

 

𝐷𝑜𝑐 = 𝑑𝑜𝑐1, 𝑑𝑜𝑐2, … . . 𝑑𝑜𝑐𝑛   (4) 

 

With the condition that 𝑑𝑗 ∈ 𝐷𝑜𝑐, the term frequency 

represented as 𝑡𝑓(𝑑𝑜𝑐, 𝑡), it is the frequency of term ‘t’ 

repeated in a doc. 

  

Where, idf(t) represents the document count in 

which the term repeats only once. However, the inverse of 

‘tf’ in the collating of documents can be computed using 

equations 5 and 6. Therefore, higher weight has been 

assigned to the terms that are repeated in a very frequent 

manner. On the other side, weight decreases using the 'idf' in 

case the term is repeated many times in a document. 

 

𝑖𝑑𝑓(𝑡) = log (
|𝐷𝑜𝑐|

𝐷𝑜𝑐 𝐹(𝑡)
)       (5)  

 

𝑤𝑡. (𝑡) = 𝑡𝑓(𝑑𝑜𝑐, 𝑡) ∗ 𝑖𝑑𝑓(𝑡)       (6) 

 

After the development of the matrix model, the cosine 

similarity model was applied to determine the similarity 

level between the two 𝑂𝑃 such as 𝑂𝑃1𝑎𝑛𝑑 𝑂𝑃2. This 

measure has been widely used in the literature (Orkphol & 

Yang 2019) and can be used to determine the cosine angle 

between the two docs as given in equation 7 [25]. The 

results of the opinion similarity index are given in table 3, 

which is given as input to the pre-processing.  

 

cos(𝑠𝑘, 𝑠𝑝) =
(𝑠𝑘

𝑡 ,𝑠𝑝)

|𝑠𝑘||𝑠𝑝|
          (7) 

 

Table 3. Similarity Matrix for Opinion (𝑂𝑃) 

 
Opinion 

(𝑂𝑃) 1 
𝑂𝑃2 ……… 𝑂𝑃 n 

𝑂𝑃 1 1 0.4  0.3 

𝑂𝑃  2 0.7 1  0 

…     

𝑂𝑃  n 0.2 0  1 

 

Similar values are stored and then documented for 

further processing. 

 

3.3. Feature Selection 

Feature extraction is an approach to select a subset of 

features that differentiate between the various classification 

categories. The major role of feature selection is to improve 

computational performance by applying different 

techniques. It is applied to rank the feature by using metrics 

and removing all the features rather than top-ranked ones. 

3.3.1. Cuckoo Search (CS) 

CS is a metaheuristic optimization algorithm that is 

inspired by the bird cuckoo. It is based on the obligate brood 

parasitism conduct of cuckoos. Yang and Deb introduced it 

in the year of 2009 [26]. Nowadays, CS is implemented to 

solve many complex problems. Pandey et al. (2017) 

proposed a metaheuristic approach based on the CS and K-

means for sentiment analysis. The generalized algorithm of 

CS is discussed below [27]: 

 

Algorithm 1: CUCKOO SEARCH 

Selected features = CSA (TF-IDF feature, fitness fun) 

1. Start 

2. Calculate the size of TF-IDF features 

3. R,C = size (TF-IDF features) 

4. For i in range(R) 

5. For j in range (C) 

6. Cegg = TF-IDF features(i, j) 

7. TEgg =  
∑ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝑖,𝑗)

𝑗
𝑚=1

𝑗
 

8. fitness fun = 

{
𝑇𝑟𝑢𝑒;   𝑖𝑓 𝑐ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖𝑠 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑡𝑜 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

𝐹𝑎𝑙𝑠𝑒; 𝑒𝑙𝑠𝑒
 

9. Index = CSA (CEgg , TEgg, fitness fun) 

10. End for 

11. End for 

12. Selected features = tf-idf feature (index) 

13. Return: selected features 

14. End 

The CS algorithm works by analyzing the features 

extracted using tf-idf features. CS is known for its fast 

coverage speed while analyzing the possible solutions in the 

search space. Therefore, it is implemented to replace the 

not-so-good solution with a potentially better solution. In 

other words, it CS fitness function is used to identify the 

optimal solution based on the threshold value. This results 

in the optimal features selected to represent the textual 

sentiments. The output of the feature selection phase is 

passed to the classifier to perform training and 

classification. According to the proposed CS algorithm, 

each egg placed in the nest represents a solution and a new 

possible solution for the foreign cuckoo egg. The main goal 

of applying this algorithm is to potentially place a better 

solution by replacing the nest solution. CS generates a new 

solution (𝑦𝑖
(𝑙+1)

) for n cuckoo. 

 

(𝑦𝑖
(𝑙+1)

) = 𝑦𝑖
(𝑙)

+ ∀⨂𝑙𝑒𝑣𝑦(𝑓/2)    (8) 

 

In the given equation 8, l is the step size and ∀> 0 for 

the scaling of step size related to the problem, and it is set to 

1 in most of the cases. The concept of Cs is based on the 

levy flight used to avoid the problem of local optima, and 
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more solution space has been explored using the levy 

distribution for large steps given as follows:- 

 

𝐿𝑒𝑣𝑦 (
𝑓

2
) → ~ ∪= 𝑆𝑆

−
𝑓

2, (1 <
𝑓

2
≤ 3)    (9) 

 

Where f is the frequency and Ss is the size of the steps 

equivalent to levy steps. 

 

3.4. Training and Classification 

In the proposed work, training and classification are 

performed separately by applying machine learning 

approaches, namely, Naïve Bayes (NB) Classifier and 

Support Vector Machine (SVM). The algorithmic structure 

used during implementation and analysis is discussed 

individually for NB and SVM. 

 

3.4.1. Naïve Bayes (NB) Classifier 

NB classifier is a collection of classification algorithms 

that belong to the Bayes theorem. It is also known as a 

family of algorithms in which all algorithms share a 

common principle. Several authors implement NB to solve 

different problems due to its simplicity. Goel et al. (2016) 

applied an NB classifier on a real-time Twitter dataset for 

classification [28]. The NB classifier algorithm is discussed 

below. 

 

Algorithm 2: NB Algorithm 

Classified result = NB (selected features) 

1. Start 

2. Category record = selected features (1 →  3)  // for     

        three classes such as positive, negative, neutral 

3. For i in range(category record) 

4. If selected features 𝜖 1st portion  

5. Group (i) = 1 

6. Else if selected features ϵ 2nd portion  

7. Group (i) = 2 

8. Else 

9. Group (i) = 3 

10. End-if 

11. End for 

12. Call NB using machine learning 

13. Training data = selected feature 

14. SA- structure NB = NB(training data, group) 

15. Test data = feature of test data 

16. Classified result = SA-structure NB ( test data) 

17. If classified result == 1 

18. Return: Positive 

19. Else if classified result == 2 

20. Return: negative 

21. Else 

22. Return: Neutral 

23. End-if 

24. End 

The above-discussed algorithm inputs the selected 

features after CS-based optimization. After training using 

optimized features, the sentiments are classified into three 

categories, namely, positive, negative, and neutral. The 

classification results are then evaluated to identify their 

performance to classify sentiments into three classes 

 

3.4.2. Support Vector Machine (SVM) 

SVM is a machine learning technique that comes under 

supervised learning. Vapnik first introduces SVM in the 

year of 1995 [29]. It is applied for classification and 

regression tasks. SVM provides a facility to classify linear 

and non-linear datasets. It is the best classification algorithm 

that provides high dimensions with the datasets. Several 

researchers have implemented SVM to classify the pattern 

in the current era. It is concerned with the optimal linear 

decision surface that deals with the binary classes. The 

proposed work uses SVM to classify text as positive, 

negative, and neutral. The SVM algorithm is discussed 

below: 

 

Algorithm 3: Support Vector Machine 

Classified result = SVM (selected features) 

1. Start 

2. Category record = selected features (1 → 3)  // for 

three classes such as positive, negative, neutral 

3. For i in range(category record) 

4. If selected features 𝜖 1st portion  

5. Group (i) = 1 

6. Else if selected features ϵ 2nd portion  

7. Group (i) = 2 

8. Else 

9. Group (i) = 3 

10. End-if 

11. End for 

12. Call SVM using machine learning 

13. training data = selected feature 

14. SA- structure SVM = SVM(training data, group, 

kernel = RBF) 

15. Test data = feature of test data 

16. Classified result = sa-structure svm ( test data) 

17. If classified result == 1 

18. Return: Positive 

19. Else if classified result == 2 

20. Return: negative 

21. Else 

22. Return: Neutral 

23. End-if 

     Similar to the NB classifier, the SVM distinguishes 

sentiments into three classes. The RBF kernel trick is 

implemented to construct a trained SVM structure. Based on 

the trained SVM structure, the sentiments are classified into 

three classes, followed by the performance analysis. 
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4. Results and Discussion 
The effectiveness of the proposed work is evaluated 

using 10000 samples. The performance analysis is 

performed regarding precision, recall, and classification 

accuracy. 

 
Table 2. Ordinals of the Implementations 

Parameter Description 

Number of Data Samples 100 to 10000 

Feature Extraction 

Technique 
TF-IDF 

Optimization Technique CS 

Classifiers NB, SVM 

Number of Classes 3 

Performance Parameters 
Precision, Recall, and 

Accuracy 

 

The experimental results were performed on the three 

performance parameters: precision, recall, and accuracy. 

 

• Precision: This parameter quantifies the number of 

positive class predictions that belong to the positive 

class. 

  Precision =
𝐓𝐏

𝐓𝐏+𝐅𝐏
                  (3) 

• Recall: This metric quantifies the number of correct 

positive generated test data from all positive test data. It 

indicates missed positive test data. 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                      (4) 

• Accuracy: The computation of accuracy is done by 

utilizing True Positive (𝑇𝑃), True Negative (𝑇𝑁), False 

Positive (𝐹𝑃) and False Negative (𝐹𝑁).  

 

The effectiveness of the proposed sentiment analysis 

and opinion mining work is evaluated using different 

scenarios: Naïve Bayes with and without CS and SVM 

implemented with and without CS-based optimization of the 

extracted features. These combinations are implemented 

separately and analyzed for observed precision, recall, and 

accuracy of classification into three classes.  

Fig. 3 describes the precision analysis performed by 

applying two classifiers, Naïve Bayes and SVM and both 

are implemented using CS optimization. The above figure 

describes four different scenarios with NB, CS-NB, SVM, 

and CS-SVM. The x-axis defines the number of samples 

ranging from 100 to 10000 against precision. The precision 

value of NB and CS-NB is computed as 0.771% and 

0.798%. In the second scenario, the precision value of SVM 

and CS-SVM is computed as 0.852% and 0.987%. The 

overall precision analysis describes that CS-SVM performed 

better as compared to CS-NB. 
 

 
Fig. 3 Precision Analysis 

 
Fig. 4 Recall Analysis 

Fig. 4 illustrates the recall analysis that is applied to the 

two different scenarios by using NB and SVM with the help 

of CS optimization. The x-axis defines the number of 

samples against the recall. The NB classifier is implemented 

in two ways; only NB and CS-NB. The SVM is 

implemented in two variations, only SVM and CS-SVM. 

The overall evaluation defines that the CS-SVM performs 

better results in terms of recall analysis as compared to CS-

NB. The recall value of CS-NB and CS-SVM is computed 

as 0.852% and 0.952%. 

Fig. 5 describes the accuracy analysis in four different 

variations. The NB and SVM classifiers both are 

implemented with CS and without CS. The graph's x-axis 

describes the number of samples, and the y-axis defines the 

accuracy percentage. The result of the accuracy analysis is 

computed as 79% by using CS-NB, and it is computed as 

93.21% by using CS-SVM. The SVM and CS-SVM provide 

better results as compared to NB and CS-NB. 
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Fig. 5 Accuracy Analysis 

Fig. 6 describes the comparative analysis of accuracy 

based on the proposed work against the existing work.  

Pandey et al. 2017 applied k-means for sentiment analysis 

and computed the 78.17% accuracy. Asghar et al. proposed 

a hybrid sentiment analysis technique and computed 82.37% 

accuracy. Another author Kermeani et al. [24], applied an 

SVM classifier and computed the 87.75% accuracy of the 

work. The proposed work implements CS-SVM, and the 

overall accuracy is computed at around 93%. The overall 

evaluation describes that the proposed work provides better 

results as compared to other existing approaches due to the 

integration of the unique fitness function of CS. The CS-

based optimization capabilities are also enhanced by 

introducing pre-processing using data normalization at the 

initial stages. 

Table 4 shows the comparative analysis of the proposed 

technique against the existing work.  Sharma et al. 2018 

applied SVM with optimization approaches for sentiment 

analysis and computed the 91.91% accuracy. Jianqiang et al. 

2018 proposed a CNN technique for sentiment analysis and 

computed it the 87.62% accuracy. The proposed work 

implements CS-SVM, and the overall accuracy is computed 

at around 93%. Sharma et al. 2018 applied SVM with 

optimization approaches for sentiment analysis and 

computed the 96.55% F-measure. Jianqiang et al. 2018 

proposed a CNN technique for sentiment analysis and 

computed the F-measure of 87.50%. In the proposed work, 

CS-SVM is implemented, and the overall F-measure is 

computed at around 96.93%. The overall evaluation 

describes that the proposed work provides better results as 

compared to other existing approaches[7]. 

 
Fig. 6 Comparative analysis of accuracy 

Table 4. Comparative analysis based on different performance measures 

Performance 

Measures 

Jianqiang et al. 2018 

(CNN) 

Sharma et al. 2019 

(SVM-Hybridization of optimization techniques) 

The proposed 

technique 

(CS-SVM) 

Precision (%) 87.60 98.34 98.72 

Recall (%) 87.45 94.83 95.22 

F-measure (%) 87.50 96.55 96.93 

Accuracy (%) 87.62 91.91 93.21 
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5. Conclusion and Future Score 
The paper presents the research work pertaining to the 

area of sentiment analysis and opinion mining obtained 

either from reviews, tweets, forums, discussions, etc., 

present social media. In the paper, two machine learning 

classifiers are used to cross-check the effectiveness of CS-

optimized opinion mining and classification. The work 

follows several processing steps, including pre-processing, 

feature extraction, feature selection, and training and 

classification. Finally, the evaluation of the designed work 

is Sentiment analysis for social media performed in terms of 

precision, recall, and accuracy analysis. The overall results 

analysis describes that when only NB and SVM are applied 

separately, the SVM performs better than the NB achieving 

an average accuracy of 93%. Compared to the existing 

approaches, the comparative analysis of the proposed work 

using CS-SVM also symbolizes its success. In the future, 

the integration of multiclass will be done to improve the 

classification accuracy of the proposed work. 
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