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Abstract - Sentiment analysis has become a famous exploration theme for recovering important data from different online 

conditions. Most existing sentiment examines depend on the managed realization that supervised learning requires an 

adequate measure of marked information. Be that as it may, sentiment analysis frequently faces deficient named 

information, practically speaking, as it is pricey and tedious to mark the enormous measure of information. To deal with 

the lack of beginning named information, this article presented a deep and effective method for sentiment 

analysis through a hybrid deep-learning neural network. Unstructured data is first converted into a 

structured format and then pre-processed through tokenization, stop word removal, and the weighting factor. According to 

the retrieved sentiment features, such as emotion, personality traits, and demographic features within the pre-processed 

data, a deep learning neural network classifies the data for sentiment analysis. SGOA (Support-based Grasshopper 

Optimization Algorithm) is used to tune the weight parameter of each layer of the suggested Hybrid Deep Transfer 

Learning Neural Network (HDNN). At last, performance compared with these existing models, the proposed model 

achieves the highest analysis value. 

Keywords - Sentiment Analysis, HDNN, Tokenization, Stop Word Removal, Weighting Factor, Support Value, Grasshopper 

Optimisation Algorithm. 

1. Introduction 
In contemporary years, this arena is, for the most part, 

esteemed by experts due to its dynamic extent of utilization 

in numerous amounts of arenas. There are a few zones, for 

example, advertising; legislative issues; news investigation, 

and so forth, which profit from the effect of analyzed 

sentiment [1, 2] and are promoted as a way to open large 

amounts of information in the social setting for common 

sense information is driven dynamic [3, 4]. It is portrayed 

as a customary substance strategy task that basically 

depends upon the view of the human language and feelings 

granted in the online media support. Different management 

strategies show a human tendency, affective reach, and 

subjectivity [5, 6]. This field turns out to be much more 

testing as a result of the way that many referring to and 

entrancing assessment issues exist in this field to settle. 

Tendency-based evaluation of a record is difficult to act 

regarding subject-based substance requests. The assessment 

words and notions relentlessly change with conditions. 

Accordingly, an evaluation word can be considered certain 

in one condition yet may get negative in another 

circumstance [7, 8]. 

 

Assumption order measure has been depicted into three 

stages: record, sentence, and highlight. Given the optimistic 

or pessimistic evaluation, the entire document at the 

account stage is sent by the makers [9, 10]. Emotion-based 

learning, by example, at the condemning stage, considers  

 

the various sentences to determine whether the sentence is 

reasonable or unenthusiastic [11-13]. At the component 

phase, we bunch the end concerning the specific pieces of 

components. Point of view phase sentiment classification 

needs further assessment on highlights, generally conveyed 

positively and concealed in an enormous substance dataset 

when in doubt. Throughout this examination, the spotlight 

has been made on the component phase sentimentality 

classified. Contemporary the impact of a managed learning 

strategy on stamped data [14, 15]. 

 

There are various standard component determination 

calculations and distinctive notable AI calculations. The 

standard component confirmation calculation fantastically 

consolidates document frequency (DF), CHI insights, data 

gain, and gain proportion. In contrast, the mainstream AI 

calculations essentially include Naïve Bayes, Radial basis 

function neural network (RBFNN), K-nearest neighbour, 

choice tree, and support vector machine. One of the 

prominent section confirmation calculations and which one 

among the standard AI figuring's perform best in multi-

class assessment grouping [38]. A portion of the specialists 

inclines toward various terms for conclusion arrangement, 

for example, assessment mining, supposition examination, 

subjectivity investigation, audit mining, and assessment 

extraction [17]. There are numerous advantages of 

conclusion examination on a few territories, for example, 
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online business, training, and assessments of public 

sentiment [18]. Indeed, a few analysts demonstrated that 

the notion investigation of web-based media and stock 

qualities correspond and future stock cost might be 

anticipated by utilizing assumptions from microblogs, for 

example, Twitter [19, 20]. 

2. Related Work 
Fang Yaoa and Yan Wang [21] explicitly presented an 

unequivocal assessment approach for the tweets posted 

during tropical storms. DSSA-H can recuperate gigantic 

typhoon tweets with a pre-arranged controlled learning 

classifier, Random Forest (RF), and get together the 

assessment of essential storm tweets subject to a DANN. 

They created a dataset of tweets posted during six late 

tempests and applied the DSSA-H technique for feeling 

assessment. Close to the appraisal, they start that every 

classifier beats plan classifiers. DSSA-H routs two high-

performing regular, considered course activity moves close 

while depicting evaluations of tweets dispatched during 

storms. Mohammad A. Hassonah et al. [22] proposed a  

hybrid machine learning to assign with manage overhaul 

opinion investigation; as they foster a strategy model 

subject to three worthy classes, objective, and negative 

feelings, utilizing an SVM classifier while combining two-

section affirmation systems by the Relief and MVO 

calculations. They also wipe out more than 6900 tweets 

from the Twitter unforeseen organization to check our 

work. Their crossbreed methodology was looked at against 

different classifiers and frameworks to the degree of 

exactness. Results show that their proposed philosophy 

beats different systems and classifiers. Srishti Vashishtha 

and Seba Susan [23] presented a novel arrangement of 

fuzzy rules, including various lexicons and datasets. The 

suggested fuzzy structure combines NLP and Word 

Disambiguation techniques with a revolutionary single nine 

fluffy rule-based approach to classify the post as positive, 

negative, or impartial. Our outcomes can provide 

comprehension investigators to pick which jargon is the 

finest for automated broadcasting. The blend of cushy 

reasoning with vocabulary for assessment gathering gives 

another perspective on Sentiment Analysis. Akshi Kumar et 

al. [24] introduced a hybrid deep learning model for fine-

grained conclusion forecasting logically multimodal data 

was introduced. It encourages using large learning nets in 

conjunction with AI to control two distinct semiotic 

frameworks: the insightful (formed substance) and visual 

(real pictures) and their combination inside the online 

content-using choice-level multimodal blend. The content 

assessment module chooses the idea using a hybrid of a 

CNN improved with the sensible semantics of Semicircle. 

An all-out arrangement was familiar with the figure, the 

combination's furthest point. An SVM classifier was set up 

to use a BoVW for anticipating the visual substance 

supposition. Xin Ye et al. [39] introduced a novel ensemble 

learning procedure to unite the data contained in various 

highlights for a better microblog assessment plan. The 

technique is divided into two stages: a neighbourhood 

blend and a broad mix. The rough characteristics and 

affiliation features are employed to develop basic classifiers 

in the local mix stages. These fundamental classifiers are 

changed into five classifier groups to view the microblog 

evaluation among all upsetting fragment data. These 

classifier loads with an overall perspective were not 

required in the blend stages to produce all the more right 

and broad doubts. 

• Various strategies for sentiment classification 

prediction have been presented and applied in the 

literature. Satisfying the quality of description and 

defect prediction is a difficult undertaking.  
 

• In the existing deep neural network classifier, selecting 

the proper feature parameters and weights is a 

recurrent problem. This affected the level of sentiment 

prediction accuracy.  
 

3. Proposed System 
In recent years, sentiment analysis through machine 

learning utilizing Twitter information has become a famous 

subject. The proposed work utilizes Hybrid Deep Learning 

Neural Network (HDNN) to beat these existing issues. 

Right now, deep learning is amazingly dynamic and has 

acquired immense triumphs in a wide territory of 

utilization. In our proposed work, initially, the input is 

taken from the dataset. To convert unstructured data to a 

structured format, input data is pre-processed then the pre-

processed data is used to extract several characteristics. The 

deep learning neural network classifies the data for 

emotional analysis depending on the retrieved 

characteristics. Each layer hybrid in the proposed Hybrid 

Deep Learning Neural Network (HDNN) is optimized 

using the Support-based Grasshopper Optimisation 

Algorithm (SGOA). Figure 1 is the suggested block 

diagram. 

3.1. Pre-processing 

At first, the information is taken from the dataset. 

Dataset is having unstructured information, to change the 

unstructured information into structured information by 

primary cycle. For this reason, the accompanying 

tokenization stops word evacuation just as weighting 

factors occur [33]. Assume the Twitter dataset incorporates 

the number of reports. Therefore, the normal instructive 

assortment is shown as the accompanying condition; 

𝛥𝑇𝐷𝑆𝑠 = {𝑇𝐷𝑆𝑠1 , 𝑇𝐷𝑆𝑠2 , 𝑇𝐷𝑆𝑠3 , . . . 𝑇𝐷𝑆𝑛𝑗}        (1) 

Where {𝑇𝐷𝑆𝑠1 , 𝑇𝐷𝑆𝑠2 , 𝑇𝐷𝑆𝑠3 , . . . 𝑇𝐷𝑆𝑛𝑗}denotes the 

documents on the Twitter dataset. 

3.1.1. Tokenization 

Tokenization is an initial step that plays a longer string 

and converts the parts of long strings of text into more 

modest pieces or tokens. Sentences are tokenized from the 

bigger texts; words are tokenized from sentences. 

Tokenization is additionally alluded to as text division or 

lexical examination. It is a technique for portioning a 

gathering of text into significant components, or tokens, for 

example, words, expressions, and images. 
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Fig. 1 Outline of the proposed methodology

The rundown of an assortment of tokens is utilized as 

info text for additional preparation. Difficulties during the 

time spent tokenization are administered by the kind of the 

common language. From one perspective, most of the 

regular dialects utilize void areas as delimiters among 

words. On the other, a couple of other normal dialects don't 

have clear limits between words. After tokenization, Stop 

Word evacuation begins its cycle, which is clarified 

definitely as follows; 

Tokenization Challenges 

Tokenization is also influenced by the production 

system and the typographic structure of words. The dialect 

structure can be categorized into three ways: 

Isolating 

Words don't separate into more humble units. Model: 

Mandarin Chinese  

Agglutinative 

Words partition into more unassuming units. Model: 

Japanese, Tamil.  

Inflectional 

Limits among morphemes are not acceptable and 

uncertain as far as linguistic significance. Model: Latin. 

3.1.2. Stop Word Removal 

Numerous words in reports often repeat yet are 

insignificant as they are utilized to consolidate words in a 

sentence. Stop words are habitually utilized basic words 

like 'and, 'will be,' and 'this.' These stop words do not 

contribute to the source information and can be extracted 

from the text data. First, the challenge in the stop word 

filtering process is the difficulty in constructing a list of 

stop words due to their inconsistency between different text 

sources. Second, their high frequency of occurrence poses 

difficulties in processing stop words in the text data. After 

Stop Word removal, the weighting factor starts its process, 

which explains detailed as follows; 

3.1.3. Weighting Factor: 

This includes doling out each term a weight 

demonstrating the overall significance of the term in a 

report. This cycle of allocating a weight to each term is 

usually known as the term weighting technique [33]. The 

weighting factor frequency is mathematically calculated as 

follows; 

𝐹𝑟𝑒𝑞(𝑊𝑖) = 𝑐𝑜𝑢𝑛𝑡[𝑊𝑖]                  (2) 

𝐶𝑜𝑢𝑛𝑡[𝑊𝑖] = 𝐺                               (3) 

Let the G denotes the final frequency set. After this, the 

pre-processed data are moved to the next feature extraction 

stage. Based on the pre-processed data, emotion features, 

demographic features, personality traits, and sentiment 

features are extracted, which explains detailed as follows; 

 

3.2. Extraction of Features 

The extraction of Features is a significant step for 

Twitter data characterization. The gainful features of the 

information are extricated since the pre-processed data is  
 

 

•Emotion Features 

•Demographic Features 

• Sentiment Features 

• Personality Traits 

Features Extraction Preprocessing Data Set 

• Tokenization 

• Stop Word Removal 

• Weighting Factor 

 Hybrid Classification 

SGOA Deep Learning   

NN 

OUTPUT 
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Table 1. Emotional characteristics are classified under the following categories 

Scope Feature Description Source Range 

Sentiment NJOY 

 

NTRST 

NANT 

NDIS 

NSA 

NANG 

NSU 

NFE 

 

amount of words that equals the joy word list 

... equivalent to the trust word list  

... equivalent to the anticipation word list 

 ... equivalent to the disgusting word list 

... equivalent to the sadness word list 

... equivalent to the anger word list 

... equivalent to the surprise word list 

... equivalent to the fear word list 

NRC {0, 1, 2..., n} 

 

{0, 1, 2..., n} 

{0, 1,2 ..., n} 

{0, 1, 2..., n} 

{0, 1,2 ..., n} 

{0, 1,2 ..., n} 

{0, 1, 2..., n} 

{0, 1,2 ..., n} 

 

for classification purposes. To extricate a decent 

component from information is hard to do the assignment. 

There are various component extraction procedures 

available. Our proposed method separates emotion features, 

segment highlights, character characteristics, and opinion 

highlights removed from the pre-processed data. 
 

3.2.1. Extraction of Features using Emotional Features 

A sentiment-focused methodology should describe the 

message to estimation or probably emotional classification, 

for instance, wretchedness, rapture, and stunning. Feeling-

centred lexical assets should give a once-over of words or 

explanations put aside as demonstrated by different 

sentiment states. 
 

3.2.2. Extraction of Features using Demographic Features 

Gender features considered the gender orientation of 

every vlogger as the demographic feature. The information 

acquired was generally adjusted for the two gender 

orientations, male and female. We had 1078 indicator 

features altogether (thinking about all element 

classifications) - with 26 varying media features, 3-word 

insights include, 5 suppositions include, 1 demographic 

feature, and 1046 content features.  
 

3.2.3. Extraction of Features using Personality Traits 

Personality trait scores are consistent qualities and 

right away fit as a contribution for regression models; be 

that as it may, these scores should be discretized to perform 

grouping. In this, five unique strategies are tested and are 

characterized by giving a character quality score s as  

Continuous 

Describes the general form of personality trait scores 

and will be the only representation of regression in the 

analysis. 

LAH 

Stands for Low Average High; Groups all members 

into low, normal, and high; Participants closest to a limit 

between two partitions have comparable scores; which are 

numerically characterized as follows;  

𝐿𝐴𝐻(𝑠) = {

ℎ𝑖𝑔ℎ, 𝑖𝑓𝑠 > 𝜇 +
𝑆𝐷

2
;

𝑙𝑜𝑤, 𝑖𝑓𝑠 < 𝜇 +
𝑆𝐷

2
;

𝑎𝑣𝑒𝑟𝑎𝑔𝑒, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

                              (4) 

LH 

Represents Low High; Groups all members into low 

and high; however, members closest to the limit have 

comparative scores; which are numerically characterized 

as: 

      𝐿𝐻(𝑠) = {
ℎ𝑖𝑔ℎ, 𝑖𝑓𝑠 > 𝜇;
𝑙𝑜𝑤, 𝑖𝑓𝑠 < 𝜇;

                                  (5) 

LHNA 

Represents Low High, No Average; makes a 

differentiation among high and low scorers by eliminating 

all normal; LHNA which is numerically spoken to as 

follows; 

𝐿𝐻𝑁𝐴(𝑠) = {

ℎ𝑖𝑔ℎ, 𝑖𝑓𝑠 > 𝜇 +
𝑆𝐷

2
;

𝑙𝑜𝑤, 𝑖𝑓𝑠 < 𝜇 −
𝑆𝐷

2
;

𝑜𝑚𝑖𝑡, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

                              (6) 

LHNASD 

Represents Low High, No Average, and entire 

Standard Deviation; makes the most differentiation among 

high and low scorers by expanding the edge to ±1SD; 

LHNASD which is numerically spoken to as follows; 

𝐿𝐻𝑁𝐴𝑆𝐷(𝑠) = {
ℎ𝑖𝑔ℎ, 𝑖𝑓𝑠 > 𝜇 + 𝑆𝐷;
𝑙𝑜𝑤, 𝑖𝑓𝑠 < 𝜇 − 𝑆𝐷;
𝑜𝑚𝑖𝑡, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

                   (7) 

3.2.4. Extraction of Features using Sentiment Features 

The opinion is the inclination or judgment that a 

person holds. Overall, he asks family members and partners 
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for their evaluation of a singular necessity to purchase a 

PC. Regardless, these days' kin looks at concentrates on the 

web and sometime later select the PC to be bought. 

Evaluation mining/opinion assessment gives a layout of a 

singular's experience or pondering a thing. The two-word 

feeling assessment and evaluation mining are feasible. 

After the fruition of highlight extraction, all the removed 

highlights are moved to the following period of the 

arrangement, which clarifies subtleties as follows; 

3.3. Classification Stage using Deep Learning Neural 

Network 

Recommended features for the classification level are 

provided. We utilized the deep learning neural network 

(DLNN) in this characterization. It consists of both pre-

training and fine-regulation stages in its boundary learning 

to train the features of information in the specific Twitter 

informational collection. Classification of data in deep 

learning neural network dependent on the retrieved 

characteristics for the emotional analysis. The architecture 

of DNN is diagrammatically spoken to as continues in Fig 

2. 

 
Fig. 2 DLNN Structure 

 

3.3.1. Prior-Learning stage using Deep Belief Network 

(DBN) 

During preparing stage, DBN is utilized for both 

significant designing and a feed-forward brain network 

association, for instance, with different concealed layers. 

The biases B(i) of layer I and Weights 𝑊𝑖 amongst the units 

of layers 𝑖 − 1and𝑖 are the parameters of a DBN. Defining 

the limits is a significant debate for setting a deep neural 

network. As of now, the discretionary assertion achieves a 

smoothing out computation to choose defenseless 

neighbourhood minima of the issue, achieving low theory. 

DBNs can be looked at as simple learning modules that are 

stacked. This straightforward learning section 

is known as confined Boltzmann machines [36] and is 

shown in Fig. 3. 

 

3.3.2. Fine-tuning Stage 

Hence, the organization is pre-arranged as the RBM-

Stack model. The heaps that are loads are changed back 

spread purposes to upsurge the accuracy of the plan. 

 

The tuning stage is the norm back spread assessment. 

In the end, based on the extracted features, the proposed 

deep learning neural network will classify the data. After 

this, Hybrid Deep Learning Neural Network (HDNN), each 

layers hybrid using weight parameter is optimized using a 

support-based Grasshopper Optimization Algorithm, which 

explains detailed as follows; 

 
Fig. 3 Overview of DBN with three hidden layers 

3.4. Support-based Grasshopper Optimization Algorithm 

(SGOA) 

The weight parameter is optimized using a support-

based Grasshopper Optimisation Algorithm (SGOA). To 

develop an optimal solution, the following processing steps 

are utilized. Support-based Grasshopper Algorithm 

(SGOA) will be used for this task. Twitter data's main goal 

is to perform sentiment analysis efficiently through hybrid 

deep-learning neural networks. The following processing 

steps are utilized to develop an optimal solution. 

 

3.4.1. Support value Computation 

Mathematically, Weight parameter optimization using 

Support value is represented as given below; 

 

𝑆𝑉 =
𝑊𝑖+(𝑁−1)

𝑊𝑖∗(𝑁−1)
                 (8) 

N→no of weight, after calculating the support value, 

an optimal solution is developed by following the below 

steps. The first step is solution creation which explains 

details as follows; 

3.4.2. Step 1: Initialization 

The SGOA calculation first makes a discretionary 

populace of the solution to enhance the weight boundaries. 

Answer creation is a significant advance of an optimization 

procedure that assists with distinguishing ideal arrangement 

rapidly. Every piece of information has the n number of 

highlights just as loads; we select ideal weight boundaries 

among them. The chosen highlights and their loads are 

utilized for arrangement age. Let us accept, assume, M 

blossom or arrangement in the whole populace, and each 

bloom contains N pollen. The total flower population is 

shown as𝑆 = (𝐹1,𝐹2 , . . . , 𝐹𝑀), where, 𝐹𝑚 is the 𝑚𝑡ℎflower, 

and𝑚 ∈ [1, 𝑀] is the well-ordered count of the flower in 

the population, and each one is shown as𝐹𝑚 =
(𝑃1, 𝑃2, . . . . , 𝑃𝑁), where, 𝑃𝑛 is the 𝑛𝑡ℎpollen (weight 

parameter) in the 𝑚𝑡ℎflower, and𝑛 ∈ [1, 𝑁] is the number 

of grain index. The obtained outcome will be fed to further 

fitness evaluation. 
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3.4.3. Step 2: Fitness Calculation 

Following the course of action, the well-being work is 

surveyed, and a while later picks, the best plan is. 

Advancement calculation generally depends upon its 

wellness capacity to gain the best arrangement. The 

determination of wellness is a crucial part of SGOA.  

𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖 =
1

𝑊𝐹∗𝑆𝑉
                                (9) 

 

Where WF→ weight factor, SV→ support esteem, 

when the underlying arrangement, the wellness work is 

characterized by utilizing conditions (9). In the wake of 

figuring out the capacity of wellness, the acquired 

arrangement is specified for the following phase for sample 

updating assessment. 

3.4.4. Step 3: OGWFS-based Updating solution 

After that, the fitness calculated [35] updates the 

arrangement reliant on the support-based GOA exploiting 

condition (10). The condition or position of the 

grasshopper 𝑥𝑖 as follows, 

      𝑥𝑖 = 𝑆𝑖 + 𝐺𝑖 + 𝐴𝑖  ,      i = 1,2,...,N                    (10) 
 

Where  𝑆𝑖 which can be considered as trails, 

𝑆𝑖 = ∑ 𝑆(𝑑𝑖𝑗)𝑑𝑖𝑗

^

,   dij = |𝑥𝑖 − 𝑥𝑗|𝑁
𝑗=1,𝑖≠𝑗

           

(11) 

Where, ith as well as jth grasshoppers, the distance is 𝑑𝑖𝑗, 

which can be considered as trails, 
 

        𝑆(𝑦) = 𝑓𝑒
−𝑦

𝑙 − 𝑒−𝑦                                   (12) 

Where, 𝑓 ⟶ frequency, 𝑙 ⟶ length of the word, in 

equation 10, 𝐺𝑖 and 𝐴𝑖 which can be considered as trails, 

𝐺𝑖 = −𝑔𝑒𝑔

^
, 𝐴𝑖 = 𝑢𝑒𝑤

^
                             (13) 

 

Anywhere, 𝑔 ⟶ gravity constant, 𝑢 ⟶ Drift constant, 

although 𝑒𝑔 and 𝑒𝑤 word count, separately.  

     𝑥𝑖 = 𝑐(∑ 𝑐
𝑢−1

2 𝑆(|𝑥𝑗 − 𝑥𝑖|)
𝑥𝑗−𝑥𝑖

𝑑𝑖𝑗

𝑁
𝑗=1,𝑖≠𝑗 ) + 𝑇

^

𝑑     (14) 

Where 𝑢 ⟶ Upper bound weight, 𝑙 ⟶ lower bound 

weight,  𝑇𝑑 ⟶ the best solution. 

3.4.5. Step 4: Dissolution criteria  

The above activities are proceeded until finding the 

optimal solution or optimal features. When the advanced 

features are gotten, the calculation will be ended and 

detailed in calculation 1 and Figure 2. 
 

4. Results & Discussion 
This Section Examines the result acquired from the 

proposed effective sentiment analysis utilizing the hybrid 

deep-learning neural network. The proposed work was 

executed using the JAVA Hadoop platform with cloud Sim, 

and the movement of examinations was done on a Personal 

Computer with Windows 8 OS at 3 GHz double centre PC 

with 6 GB RAM running a 64-bit adaptation of Windows 8. 

Algorithm 1: Support value GOA 

4.1. Collection of Dataset 

Our dataset contains, as mentioned earlier, 1.5 million 

(1,578,614) hand-tagged tweets, collected through 

Sentiment140 API [34] and Kaggle [33]. The tweets are 

tagged '0' and '1' for being 'positive' and 'negative,' 

respectively. Then we performed a 90%-10% random split 

over the dataset to divide the dataset into a training dataset, 

containing 1,499,337 tweets, and a testing dataset, 

containing 79,277 tweets. 

4.2. Evaluation metrics 

The measurement regards are discovered needy on F-

score, exactness just as a review. The revelation of these 

evaluation measurements is indicated in the conditions 

given underneath.  

  

4.2.1. Precision 

 Accuracy is the proportion of the ordinary information 

amount identified to the general amount of typical and 

strange information recognized in the condition (15). 

Initialize the swarm position  and the parameters 

Initialize𝑐𝑚𝑎𝑥,𝑐𝑚𝑖𝑛 and 𝑀𝑎𝑥𝐼 

Determine the fitness of each hunt  

TF→ target fitness 

𝑇
^

→ Best fitness 

Do While 

      Compute Support value using condition (8) 

      Compute fitness  utilizing condition (9) 

      for 𝑘 = 1: 𝑁 do 

             Update 𝑥𝑖 utilizing condition (step 3) 

             Compute the 𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖 

             if 𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖 < TF then 

                     𝑥𝑖 behaviour utilizing condition (14) 

             end if 

       end for 

       Update 𝑇
^

 and spot 

       𝐼 = 𝐼 + 1 

end while (𝐼 < 𝑀𝑎𝑥𝐼) 

Return the TF and spot 
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Fig. 4 Flow chart of support value grasshopper optimization algorithm 

                𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                           (15)

 

4.2.2. Recall 

Recall is the proportion of the quantity of ordinary 

information recognized to the general amount of 

information accessible in the dataset given in condition 

(16). 

 𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                              (16)

  

4.2.3. F-Score 

 F-score is point by point as the symphonies mean of 

reviews and accuracy measurements given in condition 

(17). 

               𝐹 =
2𝑃𝑅

𝑃+𝑅
                                                (17) 

 Where; TP→ True positive, FP→ False positive, FN→ 

False negative  

 

  No 

Start 

Initialize all Parameters 

Random generation of initial grasshoppers 

Compute Support Value 

Fitness Function evaluation 

Position of Individual Update 

No of 

iterations 

> 

Population 

Size 

Check best 

position if 

achieved 

End 

  Yes 

  Yes 

  No 
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Table 2. Comparative Analysis of Accuracy 

Dataset Methods Accuracy % 

Twitter 

Dataset 

SentiStrength [27] 68.79 

MaxEnt[28] 75.86 

Hbd[29] 80.07 

Updated+Expanded[30] 80.17 

LProp[31] 85.97 

CharSCNN[32] 82.05 

Proposed SDNN 98 

 

 

4.3. Comparative Analysis 

 The respective results in accuracy, precision (P), recall 

(R), and the F1- Measure (F1) of positive and negative 

sentiment prediction performance values of the test on 

different sets of Twitter data and results in the comparison 

between the proposed methods are further tabulated in the 

following Tables. 

 Table 2 specifies the accuracy comparison, and table 3 

specifies the comparative analysis of precision, recall, and 

F-measures [26]. Our proposed methodology achieves 

higher outcomes than the existing SentiStrength, MaxEnt, 

Hbd, Updated+Expanded, LProp, and CharSCNN methods.  

 

Table 3. Comparative Analysis of Precision, Recall, and F-measures 

Datasets 
Methods Positive % Negative % Average % 

P R F1 P R F1 P R F1 

 

Twitter 

Datasets 

SentiStrength  67.38 55.59 47.25 77.34 93.70 83.42 72.36 74.64 65.34 

Updated+Expanded 70.74 61.59 53.21 79.43 94.57 85.21 75.09 78.08 69.21 

SplusSplus 63.76 70.00 56.60 82.05 89.21 84.71 72.91 76.61 70.66 

HBD 75.35 74.85 75.06 90.15 86.34 90.24 82.75 82.61 82.65 

Proposed SDNN 95 95 92.42 93 90 91.47 89 83 83 

 

Table 3 specifies the comparison of precision, recall, 

and F-score (F1) [26]. From the comparative analysis of 

existing SentiStrength, MaxEnt, Hbd, Updated+Expanded, 

and SplusSplus methods Vs. Proposed our proposed 

SDNN achieves a higher outcome. 
  

 

4.4. Experimental Results  

The proposed approach performance is shown in 

Figures 5 to 11 using the following configuration. 

  

 Accuracy is the measure of true outcome, either true 

positive or true negative, in a general population. It 

measures the degree of accuracy of data classification. The 

performance analysis, undoubtedly, our work attains a 

better outcome than deep NN, SVM, RF, and NB methods 

from the result. 

  

 
Fig. 5 Performance Analysis of Accuracy 

 
 

 
Fig. 6 Performance Analysis of Statistical lexicon 

Above, figure 6 describes the analysis of the statistical 

lexicon analysis plot. As per the analysis, lexical positive 

and lexicon negative human sentiments are analyzed. 

Compared to other existing approaches, it produces higher 

outcomes. 
 

 
Fig. 7 Performance analysis of F-score 
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Fig. 8 Performance Analysis of Precision 

 
Fig. 9 Performance Analysis of Recall 

 
Fig. 10 Performance Analysis of Time 

 Figures 7, 8, 9, and 10 illustrate how accuracy, recall, 

time, and F-score plots performed. According to the 

research, the precision, recall, time, and F-scores are 

gradually increasing compared to other methodologies. 

The results show that our suggested strategy achieves the 

highest accuracy, recall, time, and f-measure rates 

compared to deep NN, SVM, RF, and NB approach. 

 
Fig. 11 Performance Analysis of Statistical Sentiment 

 The above figure 11 shows the performance of the 

statistical sentiment plot. Statistical sentiment is the 

domain of understanding these emotions. From figure 8, 

human statistics of sentiment positives and negatives are 

analyzed. Compared to other existing approaches, it 

produces higher outcomes. 

5. Conclusion 
Sentiment Analysis is utilized to consider people 

groups' perspectives for settling on better choices which 

leads to the progression of the business. The absolute 

Weighted Score Computing Method is an extremely 

straightforward strategy to utilize. The deep learning 

neural network (DLNN) classifies the data based on the 

extracted features for sentimental analysis. Weighing and 

supporting value-based grasshopper optimization 

algorithm (SGOA) Scheme works on aspects and produces 

sentiment profile. The proposed methodology compared 

with SVM, M-SVM, DNN, RF, as well as NB. Our 

methodology produces good results compared to these 

other existing techniques. 
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