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Abstract - In recent years, 30% of women have been diagnosed with cancer yearly. Improvement of medical treatments 

made patients would be in remission but with challenges. It’s estimated that there will be 14.8% of new cases in the last 

year. Breast cancer reoccurrence regenerates new challenges causing severe effects and even causing life loss.  So, if it is 

detected early, it can cure it. Various latest techniques like machine learning are very much required for solving and 

predicting the reoccurrence for reducing mortality to some extent. The research paper proposed the ensemble approach, 

which used the Voting method for combining techniques used ensemble methods for detecting the two classes of tumors 

benign and malignant. Ensemble used Meta to implement more than one classifier. Experiments conducted on Wisconsin 

Diagnostic Breast Cancer (WDBC) dataset and voting techniques are used to get better results for model evaluation. 

Logistics regression, support vector machine, RBFF and Linear classifier, decision tree classifier and Random Forest are 

used to get classification accuracy, precision, recall, and F1 measure. The results obtained show that the ensemble models 

showed significant achievement in terms of performance and 98 % in terms of accuracy. With AdaBoost and cost-sensitivity 

in a model, a reasonable accuracy has been achieved. The proposed model in this research supports setting and evaluating 

various follow-up visit interventions and very advanced treatment recommendations, so there should be very low cancer 

mortality. 

Keywords – Machine learning, Classification, AdaBoost, Ensemble learning.  

1. Introduction 
The most frequent breast cancer is invasive 

malignancies. Cancer in the breast is very common among 

women, according to a WHO report released in 2018 [1]. 

Breast cancer kills an estimated 2.1 million women 

annually, making it the most common cancer among 

women. There is a claim by clinical experts that breast 

cancer claimed the lives of around 627,000 women in 2018 

(or 15% of all female cancer fatalities) [1]. The incidence of 

invasive breast cancer in women increased by only 0.3% per 

year between 2007 and 2016. The statistic of the American 

Cancer Society, breast cancer in females and casualty of 

death rates reported much in 1989 as thirty-two percent. 

100,000 people then fell by forty percent to nineteen percent 

100,000 cancers in female people in 2017, representing a 

significant mortality rate [2]. Those who participate in 

routine screenings every 1–2 years can lower their death 

from breast cancer by forty percent [5, 6]. 

 

Breast cancer patients, on the other hand, would be in 

remission because of earlier diagnosis and better therapy. 

90% survival is typically 5 years for breast cancer, and 10 

years is the average survival rate among 83% of women.  It 

has been seen in most patients that breast cancer recurrence 

is very common, even though early detection and better 

medical treatment can put the disease into remission. Breast 

cancer recurrence is the leading cause of breast cancer-

related death [8] and a major clinical symptom. Breast 

cancer recurrence has recently become a major focus for 

researchers [9]. For example, ER, PR, HER2, and TNBCs 

can determine whether breast cancer subtypes have a higher 

recurrence risk than others in various years or situations 

[10–12]. According to research, breast cancer recurrence is 

associated with lymph node metastasis in the upper arm. By 

treating the metastases as soon as they appear, the risk of a 

recurrence of breast cancer can be lowered. On the other 

hand, these patterns necessitate a significant investment of 

time and money [13]. Therefore, there is a need to present a 

very non-invasive model supporting computations for 

predicting the probability of repetitive occurrence of cancer 

in the breast in women who have already been diagnosed 

with this disease. 

 

In the same way that [14,15] did, the patients’ data and 

treating medical information from the breast cancer registry 

to develop a prediction model and test alternative 

techniques to accomplish the research objective. Compared 

to the patterns discussed previously, the proposed model can 

be applied in a clinical context following the treatment of 

primary breast cancer in a low-cost and time-saving manner. 

Adjuvant treatment advancements and earlier cancer 
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identification have helped lower mortality and recurrence 

rates [16]. In cases where recurrence is due to 

micrometastatic illness, adjuvant therapy may be 

appropriate. Recurrence risk is determined by examining a 

variety of criteria related to the patient and the tumor, 

including the patient's age at diagnosis, tumor size, axillary 

ganglia condition, differentiation stage, and the presence or 

absence of vascular or lymphatic invasion [17]. 

 

2. Literature Review 
The active participation of physicians in research 

investigations is not viable. As a result, a computer program 

is required to convert unstructured data to a structured 

format [28]. Natural Language Processing (NLP) 

algorithms use a set of theories and computational 

approaches to analyze, analyze, and interpret documents 

written in natural language [16]. On EHR data, NLP has 

previously been used in many pieces of research. For 

example, an automated technique for extracting medical 

concerns from EHR has been developed [17]. 

Hepatocellular carcinoma was identified from EHR data 

using a hybrid technique combining natural language 

processing (NLP) and (ICD-9) codes [18]. As a result, NLP 

looks to be a viable option for extracting info from 

unstructured and diverse medical data, such as medical data 

and radiology reports [16]. 

 

However, with other types of cancer, the disease can 

progress quickly from one stage to the next, making 

treatment more difficult [23]. As a result, it's critical to find 

the best treatment strategy as soon as possible. Machine 

learning may be able to produce the required result. 

Topography [28], energy management [26, 42], text 

document classification [2, 4, 3], and preventative 

maintenance [24] are only a few of the disciplines where 

machine learning algorithms have been used. The outcomes 

of these machine learning applications assist us in making 

the best decision possible. 

 

Breast cancer recurrence has been predicted and 

predicted using ML approaches in numerous studies. A 

decision tree (DT), artificial neural networks (ANNs), and a 

support vector machine (SVM) were all utilized by the 

authors in [5]. SVM was the most accurate and least error-

prone method for assessing breast cancer. Random forest, 

SVM, logistic regression, and the Bayesian classification 

algorithm were used by the authors of [38] to create a 

prediction model based on three biomarkers. Slightly 

earlier, the software could predict the return of the disease 

in patients [33]. Researchers in [12] used SVM and ANN to 

develop a strategy for predicting breast cancer recurrence. 

ANN was able to predict the recurrence of the disease 

accurately. Numerous risk factors and predictors are 

discussed in the literature for breast cancer recurrence. For 

example, the XGBoost ensemble learning algorithm was 

used by authors in [14] to predict breast cancer recurrence 

using 23 predictors. Doctors can employ machine learning 

algorithms to predict breast cancer recurrence. Some risk 

factors include cancer therapy [18], molecular data and 

vulnerable genes [41], BMI [20], and molecular subtype 

[35,36]. Although some studies have investigated 

recurrence risk factors and predictors, more research is 

required. For this reason, no single machine learning 

technique is suitable for all data [19].  

 
Table 1. Exploratory analysis of studies 

Author Study Description Technique 

Wang H. et 

al. [2017] 

A support vector machine (SVM)-based 

ensemble learning system for breast cancer 

diagnosis is investigated in this study. 

This research focuses on breast cancer diagnosis using an 

SVM-based ensemble learning method to reduce the 

variation in diagnosis and boost the accuracy of diagnosis. 

Hybridization of twelve SVMs Ensemble technique is done. 

Farhad K. 

et al. 

[2021] 

The most challenging part is detecting 

cancer and distinguishing between a 

diagnostic to determine if a patient has a 

malignant or benign condition 

The K-Nearest Neighbors classifier, for example, is a 

machine learning technique that helps tackle this challenge 

by giving excellent accuracy performance. One of the 

machine learning methods used to improve the diagnosis 

accuracy of mammograms is K-Nearest Neighbors. This 

study examines several recent studies demonstrating the 

accuracy of K-Nearest Neighbors as a machine learning 

method for diagnosing breast cancer. 

Kaustubh 

C. et al. 

[2019] 

Machine learning techniques are used to 

detect and forecast breast cancer 

recurrence, and various metrics, like 

accuracy, precision, etc., will be used to 

compare all the models. Breast cancer 

recurrence can be accurately predicted 

using the models developed. 

Wisconsin Prognostic Breast Cancer Dataset is used to create 

all models (WPBC). Multiple Linear Regression, Support 

Vector Machine and Decision Tree were all created utilizing 

metrics such as Gini Index, Entropy, and Information Gain, 

respectively. Regarding predicting recurrence and non-

recurrence, Support Vector Machine and K-fold Cross-

Validation performed the best. 
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Gupta M. 

et al. 

[2018] 

Based on breast cancer Wisconsin data, the 

research offered an overview of machine 

learning approaches in cancer disease 

evolution.  

The results suggest that the Multilayer Perceptron is superior 

to other approaches in terms of performance by applying 

learning algorithms such as Linear regression, MP and 

Random Forest to the data (DT). 

Bustan M. 

et al. 

[2021] 

This study aims to establish the correlation 

between pathology diagnosis and the 

likelihood of breast cancer spreading to 

other organs. Tumor location, topography, 

behavior, grade, and status are all part of the 

pathology diagnosis process. and grade. 

The researchers used binary regression analysis modelling to 

examine if there was a link between the pathological 

diagnostic of breast cancer (laterality, topography, behavior, 

grade, and tumor status) and the probability of metastasis to 

other organs. The study's findings revealed a link between 

the tumor's location and status, as well as the occurrence of 

metastasis. 

Gupta N. et 

al. [2021] 

This paper aims to analyse different 

classifiers on the Breast Cancer dataset and 

suggest a new Machine Learning 

Classification ensemble training approach. 

An Ensemble Learning model for Prediction is presented to 

classify the outcomes among several classifiers. Finally, the 

Voting Ensemble determines the best classifier for breast 

cancer prediction. 

Abdullah 

D. et al. 

[2018] 

This study is about the analysis of the 

recurrence of breast cancer. 

An ensemble-based approach is used. This study aims to use 

an ensemble learning technique to enhance breast cancer 

recurrence prediction and create a website that allows 

clinicians to enter features about a breast cancer patient and 

acquire the probability of recurrence. 

Sultana J. 

et al. 

[2019] 

To aid and oversee patients, the primary 

identification and prediction of cancer types 

should become a compulsion in cancer 

research. 

The Logistic Regression technique and multi-classifiers 

have been developed to predict breast cancer. Make deep 

predictions on breast cancer data in a new setting. This 

research investigates the many data mining methodologies 

used to construct deep predictions utilizing the classification 

of Breast Cancer data. 

Iqbal A. et 

al. [2016] 

This research aims to use various data 

mining approaches to determine the 

likelihood of breast cancer recurrence to 

improve the accuracy of such models. 

The authors calculated the accuracy of the Naive Bayes, 

C4.5 Decision Tree, and Support Vector Machine (SVM) 

classification algorithms. By removing some lower-ranked 

attributes, they could increase each model's accuracy using 

an efficient feature selection approach. 

Shibahara 

T. et al. 

[2021] 

Deep learning-based model for prediction 

of breast cancer. 

The authors created an explainable deep learning model 

termed a point-wise linear model, which leverages meta-

learning to construct a custom-made logistic regression for 

each sample to expose the mechanisms inherent in the 

PAM50 subtypes. 

3. Methodology 
3.1 Design of study and Data Collection 

It is a quantitative data set from a real-world 

multivariate Wisconsin breast cancer database (WBCD) 

made public in 1995. This data has been used in many 

research experiments in life science and healthcare domains 

[42,43]. Most of the publications use traditional machine 

learning algorithms, but in this work, we are comparing 

those traditional machine learning algorithms' performance 

with the ensemble machine learning model [39,40].  The 

data set used for this work has 32 attributes and 569 

instances of adult female participants with breast cancer. 

Out of these 32 attributes, one attribute diagnosis has the 

name of the class, and there are only two classes one is 

malignant, and another one is benign. Quantitative features 

are taken from images from the Breast Cancer Dataset of 
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569 patients on these 32 attributes. Out of these 32 

attributes, one attribute with a name class is used as the 

dependent variable, while the rest of the variables are used 

as independent variables. The data set has been categorized 

into two classes malignant and benign.  It has been observed 

that 357 instances are of the malignant type and the rest 212 

are benign, as shown in Fig 1.  The complete methodology 

adopted for research work is shown in Fig 2. 

 
Fig. 1 Malignant and Benign Cancer 

The data set has variations to bring out strong patterns 

in a dataset among 32 attributes and consider the most 

important feature using Principal Component analysis. Data 

exploration is performed to understand the dataset and take 

forward the most important data characteristics [41]. The 

most important features are shown in Table 2. 

 

3.2. Feature Selection and Training Data 

The Machine Learning model is built around on most 

important Features after Data exploration. The proposed 

research work comprised ten features selected as feature 

variables and the class as the dependent variable. This data 

is split into different ratios for evaluating the model. Data 

splitting is performed at 70:30, 60:40 and 50:50[25]. 

 

3.3. Multi-class Logistic Regression 

A supervised machine learning algorithm, along with 

statistics, is used in solving multiple class and binary class 

classification problems.  For Binary classification, the range 

of dependent variables may lie outside [0, 1]. 

y    €    [0,1] 

X  €    R 
Let Probability(y=1|X) =p(X),        

Sigmoid Function: p (X) =1/1+e-βx 

The logistic regression uses maximum likelihood for 

parameter estimation. 

For example, Consider N samples with labels either 0 or 1. 

           For Samples labelled “1”: Estimate β^ such that p(X) ^ is as 

close to 1 as possible. 

 

            For Samples labelled “0”: Estimate β^ such that 1-p(X) ^ is 

as close to 1 as possible. 

 

3.4. Decision Tree 

A supervised learning method can be utilized as a 

decision tree. It can be used for both characterizing and 

issues related to regression. It’s a classifier based on tree 

data structure, where inside hubs address the highlights of a 

dataset, branches address the Decision guidelines, and each 

leaf hub addresses the result [46]. A decision tree has two 

nodes: the decision node and the leaf Node. Decision nodes 

are very much utilised for settling any decision having 

various branches, while Leaf nodes are the result of various 

decisions and do not contain any branches. There are 

various highlights on the decisions and testing on a 

performance basis on highlighting the given dataset. The 

same has been applied to the breast cancer dataset for 

finding leaf hubs to determine decisions about retrieving 

cancer reoccurrence [27]. 

 
Fig. 2 Methodology 

Malignant Benign
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3.5. Support Vector Machine (SVM) 

The various grouping and relapsing difficulties Support 

Vector Machine is an AI calculation that can be utilized for 

both grouping and relapse difficulties. In any case, it is 

generally utilized in arrangement issues. In the SVM 

calculation, a plot for every piece of information is taken as 

a point in n-layered space (n is highlighted), with each 

element being the worth of a specific direction. Support 

Vector Machine is applied to breast cancer datasets for 

binary linear classification to have the boundary of 

decisions, and it's very helpful for building a generalization 

error. The model performed well in finding outliers by 

observing the hyper-plane that separates the two classes of 

Malignant and Benign Cancer [26,29]. 
 

3.6. Voting Ensemble Model  

A Voting group works by joining the forecasts from 

numerous models. It tends to be utilized for grouping or 

relapse. We have used this work's three most popular 

supervised machine learning models to vote for predictions 

[32]. Those three machine learning models are Logistic 

Regression, Decision Trees, and Support Vector Machine.  

We have observed that when using these standalone 

algorithms, the Logistic Regression and Support Vector 

Machine algorithms show around 98.4% and 98.7% 

accuracy, respectively. In comparison, the Voting Ensemble 

machine learning model shows an accuracy of 99%. 
 

4. Results and Discussion 
This analysis of Ensemble learning methods with breast 

cancer survival prediction on WBCD (the Wisconsin Breast 

Cancer Database) as multivariate data. In this feature, data 

are computed through breast mass. Data has been classified 

into two classes as 37.3% malignant and 62.7% Benign, as 

shown in Fig 3. 
 

Data exploration is performed to understand data 

properly. Data is visually explored below the most 

important features. These features are further taken as 

training Data set. Results of Data exploration are shown in 

Fig 4. The most important features used for Training are 

eleven, as shown in Table 2 and Fig 4.  A voting algorithm 

in Ensemble learning is implemented for performance 

evaluation of machine learning algorithms. 

 

In Machine Learning, data exploration has been used to 

transform existing variables and create new ones. 

Transformation of variables in the data set can help in 

scaling 32 variables for better visualization, while the 

creation of variable help in highlighting new relationships 

between those 32 variables. The data is further investigated 

for illuminating specific patterns and characteristics for 

better understanding and insights about the reoccurrence of 

cancer possibility so that the same can be loaded to 

ensemble methods [31]. Combined Data exploration has 

been generated for the Benign and Malignant breast cancer 

classes from the data set, as shown in Fig 5. 

 

 
Fig. 3 Dependent variables of the Data set 

 

 
Fig. 4 Features used for Training 

 

Table 2. Features from two classes malignant and Benign 

Features with their Visual exploration 

  

Dependent Variables

Malignant Benign



Mohan Kumar et al. / IJETT, 70(10), 210-220, 2022 

 

215 

 

 

 

 

 

 

 

 

Feature Selection is required to implement machine 

learning. Variables are selected to act as an input variable. 

The output is then predicted. A correlation matrix has been 

utilised to display the correlation coefficients for 32 

different variables [30]. The correlation between all 

possible features [airs is obtained using a Heat map. The 

patterns are visualized easily from the Breast cancer data set 

about the most useful features. 
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The linear relationship between feature variables from 

quantitative data shows a statistical measure of dependency 

between these variables. In this proposed work, the 

correlation has been shown with the help of a heatmap in 

the form of a correlation matrix representing the correlation 

between different variables from the breast cancer dataset, 

as shown in Fig 6. 

 
Data set has classes as dependent variable like ID 

number, Diagnosis (M = malignant, B = benign). So, 

diagnosis has been taken as dependent variable has been 

utilized on Ten real-valued features are computed for each 

cell nucleus. The results from the same are shown fig 7. 

4.1 Configurations of the Proposed Models 

Ensemble Model is being implemented after taking 

tarining data set. Machine Learning algorithms like Logistic 

regression , Support vector machine as Linear classifier , 

Support vector machine as RBF classifier, Decision tree and 

Random forest methods are been implemented as meta 

classifiers for propopsed ensemble model. The results 

obtained are shown in Table 3 and Fig 8. 

Accuracy of all models has been retrieved in terms of 

precision, recall f1-score and Model 0 support as shown in 

below tables in terms of classes Malignant (M) Benign(B). 

 
Table 3. Training acuuracy and Testing accuracy 

Models 
Training 

accuracy 

Testing 

accuracy 

Multiclass Logistic regression 0.98 0.98 

Support vector machine (linear 

classifier) 
0.98 0.96 

Support vector machine (RBF 

classifier) 
0.98 0.98 

Decision tree 1 0.94 

Random forest 0.99 0.95 

 
                                                                  

Fig. 5 Data exploration of Benign and Malignant cancer
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Fig. 6 correlation heatmap for correlation matrix between variables

  

Fig. 7 Data exploration on dependent variable Diagnosis for both variables 

 

 
Fig. 8 Training and Testing accuracy 

 

Model 1 

 Model 1 Precision Recall f1-score Support 

B 0.99 0.99 0.99 143 

M 0.99 0.98 0.98 85 

Accuracy     0.99 228 

Macro avg 0.99 0.98 0.99 228 

Weighted avg 0.99 0.98 0.99 228 
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Model 2 

 Model 2 Precision Recall f1-score Support 

B 0.99 0.99 0.99 143 

M 0.99 0.98 0.98 85 

Accuracy     0.99 228 

Macro avg 0.99 0.98 0.99 228 

Weighted avg 0.99 0.98 0.99 228 

 

Model 3 

 Model 3 Precision Recall f1-score Support 

B 0.97 0.97 0.97 143 

M 0.94 0.94 0.94 85 

Accuracy     0.96 228 

Macro avg 0.95 0.95 0.95 228 

Weighted avg 0.96 0.96 0.96 228 

 

Model 4 
 

 Model 4 Precision Recall f1-score Support 

B 0.94 0.97 0.96 143 

M 0.95 0.89 0.92 85 

Accuracy     0.94 228 

Macro avg 0.94 0.93 0.94 228 

Weighted avg 0.94 0.94 0.94 228 

5. Conclusion 
This paper proposes an ensemble approach to build a 

computational model for predicting the risk of breast cancer 

occurrence on structured data. The prediction model is 

helpful in various clinical applications of early diagnosis of 

cancer symptoms to assess and predict the risk of recurrence 

after the proper treatment has been provided to patients 

detected with original breast cancer. There is a need for the 

early prediction that can help with early diagnosis and 

prevention of cancer recurrence.  

 

Based on the proposed ensemble model, a clinical 

expert can take the prediction results for deciding treatment 

methods. Ensembles provide extra support for much and fast 

better decision-making. We constructed five models. Model 

1, Model, Model 3, Model 4, and Model 5. All the models 

shown Logistic regression, Support vector machine and 

decision tree showed more than 98% training accuracy. The 

model will be helpful for health experts to utilize for further 

clinical decisions. 
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