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Abstract - The rapid adoption of cloud computing can be attributed to its high-performance distributed computing. Internet 

users can use its services and access shared resources through their own service providers. The scheduling of tasks is the 

primary challenge in cloud computing, which drags down the overall performance of the system. There is a requirement for 

an effective task-scheduling algorithm to increase the system's performance. The primary goal of the scheduling is to reduce 

the amount of time lost and the amount of work done while simultaneously increasing throughput. Therefore, the work of 

scheduling is necessary if one is to attain accuracy and correctness in the process of completing tasks in the cloud. Several 

different meta-heuristic task scheduling algorithms for the cloud, such as those based on Ant Colony Optimization (ACO), 

Genetic Algorithm (GA), and Particle Swarm Optimization (PSO), have been investigated, and all of them have 

demonstrated great performance in a reasonable amount of time (PSO). In this research piece, we used a metaheuristic 

strategy known as the bat algorithm. The Bat algorithm was developed expressly to optimise difficult issues. The job 

scheduling method that has been suggested is evaluated alongside scheduling algorithms that are based on genetic 

algorithms, ant colony optimization, and particle swarm optimization, respectively. In light of the findings, it is clear that the 

proposed algorithm has a superior performance to that of the other algorithms. 

Keywords – Cloud, Scheduling,  Genetic Algorithm, Improved BAT, ACO, PSO. 

 

1. Introduction  
Cloud computing[1] is one of the growing 

technologies everyone is talking about, and many 

businesses have already moved their operations to the 

cloud. The concept of cloud computing dates all the way 

back to the 19th century. The computing technique is 

known as IBM Mainframe. It was necessary to make 

work easier to perform large applications simultaneously 

from multiple places while retaining collaborative work 

among developers and making work easier. The 

provision of hardware, operating system software, and 

application software in the form of service is becoming 

increasingly reliant on cloud computing. The unlimited 

resources that make up the shared pool are distributed in 

a setting with distributed nodes. 

 

Task scheduling in cloud computing determines the 

correct order of assigning jobs to virtual machines, 

allowing for the most efficient use of available resources 

and increasing throughput. Its primary objective is to 

maintain an even level of activity across all available 

resources and to prevent overburdening any machine or 

resource with an excessive number of jobs. When it 

comes to providing services to customers via cloud 

computing, various problems and obstacles must be  

 

overcome. The cloud service provider is responsible for 

delivering a scheduling procedure that is both effective 

and optimised. This procedure must consider various 

factors, including cost, time, and the SLA requirements 

that the users have chosen. Virtual machines (VMs) map 

heterogeneous physical resources to tasks during the 

task-scheduling process. It is done because a smart 

scheduling algorithm should consider how the distributed 

system can run more efficiently by considering cost, 

execution time, and other factors. 

The scheduling technique becomes an NP-complete 

problem [2] due to the heterogeneity of the resources and 

the variable features of the activities. These problems do 

not have any precise approaches that may be followed to 

obtain answers in polynomial time. Recently, there has 

been a lot of interest in meta-heuristics-based techniques 

[3], which are designed to provide near-optimal solutions 

for challenging scenarios. The application of a meta-

heuristic strategy discussed in this paper is known as the 

bat algorithm (BAT)[4]. The same is compared with 

other algorithms like the genetic algorithm (GA)[5], the 

ant colony optimization (ACO)[6], and the particle 

swarm optimization (PSO)[23]. 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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2. Related Works 
In 2010, Yang [8] proposed a new optimization 

technique called the BAT algorithm. He was inspired by 

how bats use echolocation to find their way around. Bats 

can figure out how far away their prey is by using 

echolocation. To find their prey, they fly around 

randomly and change their speed, position, frequency, 

volume, and pulse emission rate. When they are on the 

hunt, they can adjust the frequency, loudness, and pulse 

rate of their emission according to the distance between 

themselves and the prey. The BAT algorithm was made 

by looking at how bats act. 

 

Jacob [9] used the BAT algorithm for resource 

scheduling in cloud computing to reduce makespan. He 

concluded that the BAT approach is superior to GA in 

terms of both its level of accuracy and its level of 

efficiency. 

 

Kumar et al. [10] devised a way to schedule tasks in 

the cloud by putting together the algorithms known as 

BAT and Gravitational scheduling (GSA) and taking into 

account deadlines and the trust model. The trust value of 

the resources is used to choose which ones to use for the 

tasks. 

 

The workflow scheduling issue that was present in 

the cloud was successfully resolved by Raghavan et al. 

[11] using the Bat method. The goal was to reduce the 

cost of processing for the whole workflow as much as 

possible. Compared to the Best Resource selection (BRS) 

algorithm, this one is better in terms of how much it costs 

to process. 

 

A method for the scheduling of tasks was developed 

by Wang et al. [12], and it was based on a genetic 

algorithm. The goal was to reduce the time required to 

complete a task and spread the load evenly across virtual 

machines. They started the population with a greedy 

algorithm, and the fitness ratio is the foundation for their 

selection method. 

 

Zhu et al. [13] introduced a Multi-Agent Genetic 

Algorithm known as MAGA to distribute the load among 

multiple virtual computers. The combination of GA with 

multi-agent approaches makes MAGA so effective in 

improving the quality of optimization outcomes and 

reducing the amount of time needed to arrive at a 

solution. 

 

An approach for workflow scheduling developed by 

Chen et al. [14] and predicated on the Ant Colony 

System (ACS) algorithm was presented and had 

numerous new elements added to it to improve it. They 

wanted to keep the costs as low as possible while 

completing the job on time. 

An Ant Colony Optimization (ACO) metaheuristic 

has been proposed by Tawfeek et al. [15]. The behaviour 

of real ants inspired this metaheuristic as they searched 

for the shortest path between their colonies and a food 

source. The Ant Colony Optimization (ACO) algorithm 

prioritizes the makespan reduction as the primary 

objective function. They have imposed the limitation that 

each Virtual Machine (VM) can only be visited once per 

ant, and the heuristic function they use is based on the 

predicted amount of time a job takes to execute and 

transfer. 

  

Yassa et al. [16] suggested using PSO as the basis for 

an approach to process scheduling in the cloud. This 

strategy intends to cut down on the amount of time and 

money spent developing user applications under the 

Service Level Agreement (SLA) and the amount of 

power used by physical computers in the data centre. 

They have reduced their overall energy use by employing 

a technique known as Dynamic Voltage and Frequency 

Scaling (DVFS). 

 

In their paper [17], Liu and Wang introduced an 

algorithm for load balancing among cloud-based virtual 

computers based on  PSO. The programme endeavors to 

shorten the makespan of virtual machines while 

increasing the utilization of their resources. 

 

In [18], George S. and colleagues discussed an 

algorithm that is a combination of PSO and the Multi-

Objective Bat Algorithm for the purpose of maximization 

of profits in cloud environments. PSO is utilized for local 

search in the work he has proposed, and the Bat 

algorithm is utilized for the global update because the Bat 

method has a high level of global convergence. 

 

Currently, the specific implementation of cloud 

computing uses distributed parallel processing 

technology. It means that the computing resources in the 

cloud are mapped into virtual computing nodes using a 

technology called virtualization. A complete computing 

task the user submits to the cloud is divided into several 

subtasks. The scheduling algorithm then assigns the 

subtasks to run on different computing nodes, and once 

all of the subtasks are completed, the calculation is 

completed. 

 

3. Task Scheduling Based on Bat Algorithm 
3.1. Improved BAT Algorithm 

A swarm intelligence programme, the Bat 

Algorithm, was developed by merging multi-agent 

systems and evolutionary principles. It was inspired by 

how bats use echolocation to detect target behaviour [19]. 

Bats conduct their searches by emitting ultrasonic pulses 

and listening for reflections of those pulses in the 
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surrounding area. The bat locates the target based on the 

strength of the echoes it receives, as well as the time 

delay and the amount of time that elapses before the 

echoes reach its ears. The concept behind the bat 

algorithm is to regard the individual bat to utilise the 

fitness function of the optimization problem to evaluate 

the advantages and disadvantages of each bat’s position 

in the solution space of the optimization problem„ and to 

compare the bat detection target and flight movement as 

the best use in the iterative process. These are the three 

main components of the bat algorithm. A workable 

solution has taken the place of the ineffective one that 

was previously used. 

 

Assuming that bats fly across space that has D 

dimensions, the following equation can be used to 

explain the speed and position of the bat I at time t+1: 

 

𝑣𝑖𝑑
𝑡+1 = 𝑣𝑖𝑑

𝑡 + (𝑥𝑖𝑑
𝑡 − 𝑥𝑑

𝑏𝑒𝑠𝑡) x 𝑓𝑖     (1) 

 

  

𝑥𝑖𝑑
𝑡+1 = 𝑥𝑖𝑑

𝑡 + 𝑣𝑖𝑑
𝑡+1        (2) 

  

In the formula, 𝑣𝑖𝑑
𝑡   and 𝑣𝑖𝑑

𝑡+1 represent the speed of 

the i-th bat at time t and t+1, in formula (2), 𝑥𝑖𝑑
𝑡   and 𝑥𝑖𝑑

𝑡+1 

represent the position of the i-th bat at time t and t+1, and 

𝑥𝑑
𝑏𝑒𝑠𝑡 represents the maximum obtained in the search 

process. The bat position corresponds to the optimal 

solution, fi is the frequency of the pulse sent out during 

the bat search, and fi is located in the interval [ 𝑓𝑚𝑖𝑛, 

 𝑓𝑚𝑎𝑥], and  𝑓𝑚𝑖𝑛 and  𝑓𝑚𝑎𝑥 are the minimum and 

maximum values of the pulse frequency. 

 

In the process of flying to detect the target, the bat 

constantly adjusts the modulation of the pulse’s strength 

as well as frequency in order to enhance the detection 

efficiency. At the beginning of the search, the intensity of 

the pulses sent out is larger, and the frequency is lower, 

so a long distance can be searched.  

In the process of flying to the target, the pulse 

intensity gradually becomes smaller and the frequency 

gradually becomes larger, which is beneficial to 

accurately grasp the constantly changing position of the 

target accurately. The intensity and frequency of the 

pulses emitted by bats can be expressed as follows: 

  

𝐴𝑖
𝑡+1 = 𝛼𝐴𝑖

𝑡    (3) 

 

𝑅𝑖
𝑡+1 = 𝑅𝑖

0 x (1 − 𝑒−𝛾)     (4) 

 

In formula (3), 𝐴𝑖
𝑡 and 𝐴𝑖

𝑡+1represent the i-th bat at 

time t and t+1. The pulse intensity of α is a constant in [0, 

1], called the attenuation factor. In formula (4), 𝑅𝑖
𝑡+1 is 

the pulse frequency of the i-th bat at time t+1, 𝑅𝑖
0 is the 

initial pulse frequency and γ is a constant greater than 0, 

called the pulse frequency increase coefficient. 

 

3.2. Coding of subtasks 

There are T tasks and M computing nodes, and the 

number of subtasks that the ith task is divided into is 

subTask(i)(1iT ), then the total number of subtasks is 

 

𝑆𝑢𝑏𝑇𝑎𝑠𝑘𝑁𝑢𝑚 = ∑𝑖=1
𝑇  𝑠𝑢𝑏𝑇𝑎𝑠𝑘(𝑖)  (5) 

 

Then number all the subtasks, and the number of the 

jth subtask in the ith task is 

 

𝑛𝑢𝑚(𝑖. 𝑗) = ∑𝑘=1
𝑖−1  𝑠𝑢𝑏𝑇𝑎𝑠𝑘(𝑘) + 𝑗  (6) 

 

The key to using a swarm intelligence algorithm to 

solve the problem lies in the coding of bionic individuals, 

that is, how to establish the relationship between the 

position of the individual in the search space and the 

solution of the optimization problem. The individual 

coding scheme of the bat algorithm is given as follows: 

For a scheduling problem with n subtasks, a 2n-

dimensional space X is defined to represent the 

distribution of subtasks on computing nodes.  It is 

stipulated that the 1 to n dimension components of X 

represent the nodes corresponding to the subtasks, 

denoted as Xr; the n+1 to 2n dimension components 

represent the execution order of the subtasks on the 

nodes, denoted as Xs. For example, if the number of 

subtasks is 7. The number of nodes is 3, and the value of 

the vector X is (1, 2, 2, 2, 2, 3, 3, 1, 4, 3, 1, 2, 2, 1), then 

the subtasks represented are in the order of execution on 

the nodes are: 

 

–Node 1: Subtask 1; 

–Node 2: Subtask 4 - Subtask 5 - Subtask 3 - Subtask 

2; 

–Node 3: Subtask 7 - Subtask 6. 

 

3.3. Application of Bat Algorithm for Subtask 

Scheduling 

Using the coding scheme given in the previous 

section, 𝑓(𝑇) = ∑𝑖=1
𝑛  ∑𝑗=1

𝑚 𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛ij * value ij is used 

as the fitness value function, and the optimization goal is 

to make the fitness value function obtain the minimum 

value. Let the number of subtasks is n and the number of 

computing nodes is m. The steps of applying the bat 

algorithm for cloud computing task scheduling are given 

below 

 

Initialization of the bat population. Set the following 

parameters: population size Q, maximum pulse intensity 

A0, maximum pulse frequency of R0, and pulse 

frequency range of [fmin, fmax], the sound intensity 

attenuation coefficient α, the frequency rise coefficient γ, 

and the maximum iteration times Tmax. 
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The position X of each bat is randomly generated. 

Each component of Xr takes a random integer between 1 

and m, and each component of Xs takes a random integer 

between 1 and n and then corrects as follows: Xs 

corresponds to the same computing node. The values of 

the components must not be repeated and must be 

continuous. The bat in the best position is calculated by 

the formula 𝑓(𝑇) = ∑𝑖=1
𝑛  ∑𝑗=1

𝑚 𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛ij * valueij. 

 

1. Initialize the search pulse frequency fi of the bat. 

Formula (1) is used to determine the speed of the bat, 

and formula (2) is used to determine the current 

position of the bat. 

2. Generate a random number R1; if R1ri, randomly 

perturb the bat at the global extreme point, and use the 

perturbed position to replace the position of the i-th bat; 

otherwise, update the position of the bat i according to 

formula (2). When updating the position, if the value of 

the Xs component is a decimal, the decimal is rounded 

and normalized, and the component corresponding to 

the same node is subtracted from the minimum value 

and added 1 as the corrected value. 

3. If the position of the bat i is better than the best bat 

position in the population after the update is completed, 

then the pulse intensity and frequency are updated by 

equations (3) and (4). 

4. Determine the value of the fitness function and the 

relative position of the best bat in the population. 

5. Repeat steps (3) to (5) until the search accuracy 

requirements are met, or the specified number of 

iterations is reached. 

 

After the iteration, the bat in the optimal position 

represents an optimal subtask scheduling scheme. 

 

4. Results and Discussions 
To evaluate how well the algorithm for scheduling 

proposed in this study works while keeping the set of 

subtasks and computing nodes unchanged, CloudSim 

software is used as the simulation platform, and the genetic 

scheduling algorithm in [24] and the method are applied, 

respectively. 

 
The ant colony scheduling algorithm[21], the particle 

swarm scheduling algorithm[22] and the bat scheduling 

algorithm proposed in this paper simulates the task 

assignment. It is assumed that there are 50 computing nodes 

in the cloud computing environment, and they are scheduled 

according to the number of sub-tasks being 200 and 500. 

The execution matrix ETC is randomly generated.  

 

The population size of the four algorithms is all taken 

as 200, and the algorithm's parameters are listed in Table 1. 

 
 

 

Table 1. Parameters of four scheduling algorithms 

Algorithm Parameter Value 

Genetic 

Algorithm (GA) 

Cross Rate 0.6 

Mutation Rate 0.05 

Ant Colony 

Algorithm 

(ACO) 

Pheromone Weight 1 

Heuristic information weight 1 

Pheromone volatilization 

coefficient 
0.2 

Particle Swarm 

Optimization 

(PSO) 

The maximum value of inertia 

weight 
0.9 

Inertia weight minimum 0.3 

Individual learning factor 0.91 

Population learning factor 0.78 

BAT 

Algorithm 

(BAT) 

Search pulse frequency range [-1,1] 

Maximum pulse frequency 0.5 

Maximum pulse sound intensity 0.25 

Pulse sound intensity attenuation 

coefficient 
0.95 

Pulse frequency increase factor 0.05 

 
Fig. 1 Total Task completion time with 200 subtasks 

 
Fig. 2 Total Task completion time with 300 subtasks 
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Fig. 3 Total Task completion time with 400 subtasks 

 

 
Fig. 4 Total Task completion time with 500 subtasks 

 

 

 

Each of the four scheduling algorithms is executed 200 

times, and each algorithm takes the average of the 200 runs 

as the final scheduling result. The simulation results when 

the number of subtasks is 200,300,400 and 500 are shown in 

Fig.1, 2, Fig.3 and 4. 

 

It can be seen from Figure 1 to Figure 4 that the algorithm in 

this paper is faster than the other three algorithms in the 

total task completion time. 

5. Conclusion 

Based on the analysis of task segmentation and 

scheduling mechanism in the cloud computing environment, 

this paper designs a new subtask coding scheme according 

to the usage relationship and running order between each 

subtask and computing nodes: Two n-dimensional vectors 

are used to represent the nodes to which subtasks are 

assigned and the running order of each task on the nodes, 

thereby encoding a combinatorial optimization problem in 

continuous space, which lays the foundation for using the 

bat algorithm. Then, a bat population is initialized by using 

the characteristics of the bat algorithm, which has fast 

convergence speed and is not easy to fall into the local 

optimum. Finally, the bat algorithm solves the optimal 

scheduling scheme of cloud computing sub-tasks. 

Simulation experiments show that the algorithm proposed in 

this paper has obvious advantages over other swarm 

intelligent scheduling algorithms in the total task 

completion time, and its performance is better than other 

scheduling algorithms. 
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