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Abstract - The primary source of human nutrition is generated from plants. Plants get affected by the disease, from crop 

farming to the production of foods. So, leaf disease identification is a crucial task in the farming industry. Various machine 

learning models are developed and evaluated by multiple researchers to identify leaf disease with significant results. This 

article compares the multi-class classification result of different state-of-art machine learning methods (SVM, LR, RF, K-

NN, DT, Extra Tree) with hybrid models. The model's performance is measured by precision, accuracy, F1 score, and 

confusion matrix. The experimentation shows that the hybrid model (MCLXGB) provides an impressive result of 93.22%, 

whereas the Decision Tree gives the least effective result of 74.57% accuracy. 
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1.Mu

1. Introduction  
The Indian economy is directly related to agricultural 

products. About 70% [1] of the population in India depends 

on cultivation for their income. Product quality and quantity 

can be maintained only when diseases are prevented early. It 

is challenging to detect and identify plant diseases at a very 

early stage. Plants are getting affected by diseases 

seasonally due to climate change which is classified as 

biotic and abiotic. Various factors, such as environmental 

effects, changes in climate, unsuitable crop selection, weeds, 

etc., are responsible for the plants' infections. The use of 

pesticides harms plants and harms nature [2]. With the rapid 

advancement of technology, farmers still follow traditional 

farming methods in identifying disease plants by physical 

visualization. But sometimes, these old techniques cannot 

provide accurate detection of infection and a stage of 

infection due to equal symptoms shown by the leaf. This 

process leads to the development of wrong-controlled 

strategies for diseased cultivation. Thus, the quality and 

quantity of the product cannot be maintained [3]. Experts 

can accurately classify the type of disease based on 

symptoms, which is very expensive and time-consuming. 

Therefore, an automatic monitoring system should be 

applied to enhance the quality of the product. So, automatic 

monitoring and recognition systems are developed for 

detecting and locating the disease [4].  

 

 

 

 

The issues mentioned above can be resolved by using 

computer vision (CV), the internet of things (IoT), artificial 

intelligence (AI), machine learning technology (ML), and 

deep learning (DL). The ML approach, a subset of AI, is 

used in various fields. ML technologies are applied in 

agriculture stock market prediction, healthcare monitoring, 

human behavior evaluation, and disease detection [5]. 

 

1.1. Motivation and Contribution 

The present work is based on the use of ML to identify 

tomato leaf disease. The production of the crop is dependent 

on different climate-changing factors. Thus, with climate 

change, the plant is susceptible to disease caused mainly due 

to bacteria, fungus, and viruses [6]. In the past decade, a 

human has mostly performed disease identification. It is 

very difficult and costly for the farmer to consult experts in 

a remote area. The production of tomato crops can be 

prevented if the disease is detected earlier. To overcome this 

problem, an automated identification system should be 

developed. Therefore, automated disease identification 

models need to be designed. Recently with the advancement 

of technology, ML [7], DL [8], and Transfer Learning (TL) 

[9] have contributed significantly to the solution of 

classification problems with high accuracy. Most ML 

techniques are used on balanced datasets to categorize 

whether plants are infected or not. However, the proposed 

hybrid model was more accurate when it was concentrated 

on unbalanced datasets. 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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The significant contribution of this work is summarized as 

follows: 

• Classify multi-class tomato leaf disease using 

traditional as well as hybrid approaches of ML 

methods. 

• Creating a hybrid model that incorporates cutting-edge 

and learning-based methods (XGBoost plus SVM) 

• An automated leaf disease detection technique is 

proposed to identify tomato leaf illness, which will help 

the farmers increase the yield quality in less time. 

This manuscript is divided into different sections, i.e., a 

summary of related work, discusses materials and 

methodology, proposed model, experimental setup and 

result analysis, and finally, a conclusion and scope for future 

direction. 

 

2. Related Work 
This section presents some machine learning-based 

algorithms related to the plant disease identification domain. 

From the related study, a few research gaps were also 

represented. 
 

Karthick Manoj et al. [10] proposed an efficient pixel 

replacement-based segmented method to enhance the IoT 

and ML environment classification. Here author implements 

an SVM classifier to obtain an overall accuracy of 92.325%. 

But the author can take a more significant number of data 

both for training and testing purposes which can improve 

the model's accuracy. Panigrahi et al. [11] proposed a 

classification model to classify the diseased maize plants at 

a very early stage. The author collects the dataset from the 

plant village dataset of 3,823 images and splits the dataset to 

90% for training and 10% for testing. Compared with other 

SVM, K-NN, DT, and NB ML-based classifiers, their 

experimentation approach achieved an accuracy of 79.23%. 

But authors can use a high-dimensional dataset for better 

disease detection accuracy. Jaisakthi et al. [12] proposed a 

machine learning-based automated disease identification 

and classification model. Here authors train the model with 

three classifiers such as SVM, RF, and AdaBoost, among 

which the SVM classifier performs better with an accuracy 

of 93% compared to others. Vijayalakshmi et al. [13] 

proposed an early prediction of plant disease models based 

on IoT, ML, and image processing methodology. IoT-

enabled cameras can capture diseased leaf images. Then, 

extract the ROI features from captured images to improve 

the image quality. Finally, the author uses an SVM classifier 

to classify the disease with 92% accuracy.  
 

Ashourloo et al. [14] focused on disease diagnosis 

using machine learning techniques such as partial least 

square regression (PLSR), v-SVR (v-support vector 

regression), and GPR (Gaussian process regression). The 

proposed model is trained by a small collected dataset of 

wheat rust crops. From the comparative analysis, it was 

found that GPR provides better performance on a small 

sample dataset. Kumar et al. [15] stated a multi-label 

classification model for plant disease prediction. The 

proposed machine learning model provides 98% accuracy in 

predicting the disease. In a similar vein, Fenu et al. [16] 

investigated the use of machine learning to forecast the 

severity of potato late blight disease. With a 96 percent 

accuracy rate, ANN is used to forecast the disease severity, 

while SVM is used to classify the disease with a 98 percent 

accuracy rate. A classifier was created by Bhatia et al. [17] 

to predict tomato powdery mildew illness at a very early 

stage. 
 

Compared to another classifier, the suggested classifier, 

the medium gaussian support vector machine (MGSVM), 

does statistical analysis and offers greater performance with 

an accuracy of 94.74 percent. A machine learning-based 

disease detection algorithm on different classifiers is 

proposed in reference [18]. The author considers 100 images 

of 15 types of disease leaves. In their proposed work KNN 

classifier provides the best performance than other 

classifiers. 
 

A multi-class classification system for detecting potato 

leaf disease was proposed by Singh et al. [19]. The author 

reports a 95.99% accuracy rate for the K-mean image 

segmentation, GLCM feature extraction, and subsequent 

disease classification. However, they can offer a comparison 

of the disease classification with other ones that already 

exist. Maria et al. [34] describe an automated disease 

detection methodology. The author of the proposed 

methodology contrasted transfer learning techniques with 

more conventional machine learning techniques. Image 

segmentation, feature extraction, and disease classification 

are all done using machine learning techniques. Herein, a 

number of classifiers are used for classification, but random 

forest provides better accuracy, about 81.68%, which is 

further improved to 90.08% by using transfer learning. 
 

Considering the above literature analysis on plant 

disease identification and classification, numerous 

researchers extensively use machine learning algorithms. 

Most of the plant disease detection methods use ML 

methods to be low in accuracy. Hence, enhancing the 

classification methods by incorporating state-of-art learning 

methods can provide superior performance. In this 

experimentation, some of the parameters are tuned, and the 

model is evaluated through some of the statistical measures 

like accuracy, precision, f1 score, and confusion matrix, 

proving the performance of the proposed model. 
 

3. Methodology for Disease Classification 
The proposed model performs three major steps (a) 

Data Pre-Processing, (b)Data Augmentation, and finally, (c) 

Classification. The workflow of the proposed methodology 

is shown in Figure 1. 
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Fig. 1 Workflow of the proposed model 

2. 
3.1. Dataset Description 

This experiment's dataset required for analysis contains 

healthy and diseased images. These images were collected 

from the "plant village" dataset. This dataset has 6660 

images, comprising 82 nos. healthy and 6578 diseased. Out 

of 6578 diseased images,1110 images are Mosaic virus, and 

5468 are yellow leaf curl virus. All images used in the 

dataset are resized to 227x227x3. Some sample images from 

the dataset used in the proposed work are represented in 3 

classes, as shown in figure 2. The model was trained by 

randomly splitting the samples into 80% for training and 

20% for testing. 

 

   
(a)Tomato mosaic virus (b)Tomato yellow leaf curl (c)Tomato Healthy 

Fig. 2 Sample of tomato leaf images 

 

3.2. Data Augmentation 

In the deep learning model, a huge amount of data is 

used to train a pre-trained model, which can avoid 

overfitting issues in an adequate amount of data. Thus, data 

augmentation is applied. Data augmentation is an exploiting 

technique used to enhance the dataset. Data augmentation 

can be done by simply flipping, inverting, and rotating the 

original images [34]. Herein, the sample of images is 

increased to six times through the data augmentation 

process. Table 1 shows the used tomato leaf disease class in 

the study. 

 

4. Methodology 
The multi-class classification shows the classification 

result in different categories of class. In the dataset, each 

sample category is mapped into one class label. Depending 

on the features, classification result is generated. Many 

algorithms are now implemented in the ML domain to train 

the model with a training dataset that predicts the 

classification result for the testing dataset. In this proposed 

work, we have considered three classes based on images 

taken to classify the disease. 

Table 1. Details of tomato leaf disease image dataset used in the 

experiment 

Leaf diseases 

Tomato 

mosaic virus 

(ToMV) 

Tomato yellow 

leaf curl virus 

(TYLCV) 

Total 

Original images 1110 5468 6578 

No of 

augmentations 

images 

910 5268 6178 

Training images 5460 31608 37068 

Testing images 200 200 400 

 

4.1. Linear-support vector machine (Linear-SVM) 

SVM [21–23], the most popular supervised learning 

technique, is utilized to address classification and regression 

issues. This algorithm analyzes the input labeled data 

through an optimal hyperplane. The two or more classes of 

data maximize the marginal distance on both sides of the 

hyperplane, and those data close to the marginal line are 

taken as the winning class.  

 

4.2. Random Forest (RF) 

[24–25] propose that RF is a classifier that resolves 

regression and classification problems using an ensemble 

approach. This algorithm is conceptualized based on the 

decision tree (DT) algorithm. This approach uses several 

DTs during the training process to make a decision. In the 

RF approach, the whole training dataset is divided into 

subsets so that the different DTs can be formed, and then 

these DTs are ensembled. The main drawback of the DT 

algorithm is overfitting which can be solved by taking 

advantage of RF. 

 

4.3. Logistic Regression (LR) 

LR [26] is a predictive ML-based analytic algorithm 

that solves regression and classification problems. To solve 

the classification problem, a cost function is established, 

from which an optimal parameter is obtained through the 

optimization method, and at the end, the model is validated. 

So, LR can be represented in Eq. (1). 

𝐺 =
1

1 + 𝑒−𝑓(𝑥)
                                                              (1) 

Where G=probability of occurrence of the class lies the 

value between 0 to 1, 𝑓(𝑥)=Function consisting of features 

x related to corresponding coefficients α and 𝑓(𝑥) can be 

represented in the following Eq. (2). 

𝑓(𝑥) = 𝑥0 + 𝑥1𝛼1 + 𝑥2𝛼2 + ⋯ + 𝑥𝐾𝛼𝐾 + 𝜀                  (2) 

Where 𝜀 represents an error 
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4.4. K-Nearest Neighbors (K-NN) 

K-NN [35] is a simple, robust, and oldest non-

parametric classification algorithm. This algorithm is used 

for solving statistical estimation of the multi-class 

classification problem and pattern recognition. K-NN 

classifier calculates the most relevant related vectors present 

in the neighbors based on their comparability. In this 

algorithm mostly, the distance function is calculated by 

using the Euclidean equation, which is shown in Eq. (3) 

 

𝐸(𝑃, 𝑄) = √∑(𝑃𝐾 − 𝑄𝐾)2

𝑛

𝑃=1

                                             (3) 

 

Where E (P, Q) defines the distance measured between 

vectors P & Q, K defines the positive integer, and n = 

quantity of highlights in the vector. 

 

4.5. Decision Tree (DT) 

It is stated by Wani et al. [28] that a decision tree is one 

of the successful algorithms that perform better in solving 

classification and regression problems. Mostly DT resolves 

the overfitting problem. Random forest algorithm 

constructed by summing multiple decision trees. DT can be 

defined as in Eq. (4) 

 

𝑅 = 𝑄2𝑙𝑜𝑔2(𝑄2) − 𝑄1𝑙𝑜𝑔2(𝑄1) − 𝑄0𝑙𝑜𝑔2(𝑄0)                (4) 

 

Where R denotes, the sample taken in the problem, Q2, 

Q1, and Q0 are proportions of values of three classes. 

 

4.6. XGBOOST 

XGBOOST [29-31]is a scalable tree-boosting machine 

learning classifier used to train and validate the model. It  

can be represented in Eq. (5) 

 

𝑆 = ∑ 𝑓𝑥(𝑃)                                                        (5)  

𝑁

𝑥=1

 

 

Where 𝑓𝑥(𝑃)= xth tree in the forest, N defines no. of 

estimators. S represents the classification value, and P 

denotes the feature vector. 

 

4.7. Extra Tree 

According to Xie et al., the Extra tree strategy is based 

on a decision tree [36]. With the use of this technique, the 

challenging classification problem may be broken down into 

a series of choices that resolve the over-fitting issue in a 

model. This model can be defined through Eq. (6) 

 

𝐸(𝑛) = 1 − ∑(

𝐿

𝑗=1

𝑃𝑗

𝑄
)2                                              (6) 

 

Where E(n) represents Node, L is the classes of a 

sample taken in test data, Pj is the sample size, and Q is the 

sample size in node. 

 

5. Experimental Set Up and Result Analysis 
The proposed research model, an image-based ML 

approach, is considered for classifying tomato plant 

diseases. The system has a configuration with processor: 

3.70 GHz AMD Ryzen 5 5600X 6-Core, RAM:16.0 GB, 

HDD:  250 GB SSD &1 TB, GPU: NVIDIA GeForce RTX 

3060 has been used for experimental study. The success of 

the classification models is assessed using performance 

measures like accuracy, precision, recall, F1 score, and 

others. The proposed research model uses the steps listed 

below from Algorithm 1. 

 

Algorithm 1: Proposed Model (MCLXGB) 

Input: Diseased images taken from the plant village dataset 

Output: Performance Metrics and classification report 

1. Image dataset Acquisition  

2. Data pre-processing 

3. Splitting the dataset into Train (70%) and test 

(30%) 

4. Modeling for multi-class classification 

5. Calculating the classification metrics 

6. Plot the confusion matrix and mis-classification 

Error  

 
The plant village dataset is used to assess and test the 

effectiveness of the suggested approach. The results are also 

compared with the hybrid model classifiers like K-NN, LR, 

DT, SVM, Extra Tree, RF, and the hybrid model.  

 

We used the 5-fold cross-validation in this experiment 

to address the stratified classification problem. The folds are 

chosen to include nearly equal amounts of the target class in 

each fold. By adjusting the parameter, the classifier's 

performance is maximised. In the suggested model, the 

parameters are tuned to simplify the model, resulting in 

improved accuracy and model performance. The following 

parameters were selected for our proposed model: "base 

score=0.5," "gamma=0," "learning rate=0.1," "max delta 

step=0," "max depth=3," "n estimators=100," 

"objective='binary:logistic'," "reg alpha=0," and "reg 

lambda=1." 

 

A supervised ensemble machine learning classifier that 

can manage the non-linear behavior of the signal is called 

Extreme Gradient Boosting (XGBoost) [33]. The reference 

[29-30] observed that XGBoost is implemented in solving 

binary classification problems. So, in this research, we have 

implemented a multi-class classification problem using this 

algorithm and found that the MCLXGB algorithm 

successfully classifies the plant disease. Figure 3 displays 
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the XGBoost model's train-test error throughout several 

epochs. This investigation leads to the conclusion that the 

model converges after 60 epochs. Table 2 displays the 

XGBoost model's experimental performance. 

 
Fig. 3 Train-Test Error 

 

Precision, recall, f1-score, and accuracy are some 

measurement factors that can be used to assess the 

classifier's performance. Table 2 shows the test accuracy 

scores for each class using several machine-learning 

classifiers. Table 2 shows that the suggested model achieves 

the highest accurate value and the best accuracy score. 

Compared to hybrid machine learning-based classifiers, 

traditional machine learning algorithms are straightforward 

but produce the worst results after training. This process 

involves a multi-class classification issue. As a result, 

criteria including precision, recall, and F1 score are used to 

evaluate each class. Comparing the suggested model to 

every conventional machine learning method, accuracy is 

provided at 93.22 percent. Values in the table that are 

bolded and highlighted show the model's best results. 

 

5.1 Confusion Matrix 

To determine the experimental performance of the 

suggested model, the confusion matrix table of each class 

based on the classifier is employed, which provides 

transparent information about mapping correct and 

erroneous (misclassification) classes on test data. Each cell 

in the confusion matrix can be mapped using the calculation 

procedure for True Positive (TP), True Negative (TN), False 

Positive (FP), and False Negative (FN). Figure 4-5 shows 

the confusion matrix of the hybrid proposed and state-of- 

the-art machine learning approaches. 

Actual 

Predicted 

 (TYLCV) (ToMV) Healthy ⅀ 

(TYLCV) 17 2 0 19 

(ToMV) 3 18 0 21 

Healthy 0 0 18 18 

⅀ 20 20 19  

                                                   LR + XGBoost 

 

    Actual  

  (TYLCV) (ToMV) Healthy ⅀ 

 (TYLCV) 18 2 0 20 

Predicted (ToMV) 2 17 0 19 

 Healthy 0 1 19 20 

 ⅀ 20 20 19  

                                                  RF + XGBoost 
 

    Actual  

  (TYLCV) (ToMV) Healthy ⅀ 

 (TYLCV) 18 5 0 22 

Predicted (ToMV) 2 14 0 16 

 Healthy 0 1 19 20 

 ⅀ 20 20 19  

  KNN + XGBoost 
 

    Actual  

  (TYLCV) (ToMV) Healthy ⅀ 

 (TYLCV) 18 1 0 19 

Predicted (ToMV) 2 18 0 20 

 Healthy 0 1 19 20 

 ⅀ 20 20 19  

  MCLXGB (Proposed Model) 
 

Fig. 4 Hybrid proposed approach 
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Table 2. Test accuracy score of each class with different machine learning classifier 

Classifiers Class Precision Recall F1-Score Accuracy 

K-NN 

0 0.95 0.70 0.81 

0.8474 1 0.65 0.93 0.76 

2 0.95 1.00 0.97 

LR 

0 0.85 0.85 0.85  

0.8983 

 

1 0.90 0.86 0.88 

2 0.95 1.00 0.97 

DT 

0 0.70 0.67 0.68 

0.7457 1 0.60 0.63 0.62 

2 0.95 0.95 0.95 

SVM 

0 0.85 0.89 0.87 

0.8983 1 0.85 0.85 0.85 

2 1.00 0.95 0.97 

XGBoost 

0 0.90 0.86 0.88 

0.8983 1 0.80 0.89 0.84 

2 1.00 0.95 0.97 

ExtraTree 

0 0.85 0.89 0.87 

0.8813 1 0.85 0.81 0.83 

2 0.95 0.95 0.95 

RF 

0 0.85 0.85 0.85 

0.8644 1 0.75 0.83 0.79 

2 1.00 0.90 0.95 

LR + XGBoost 

0 0.85 0.85 0.85 

0.8983 1 0.90 0.86 0.88 

2 0.95 1.00 0.97 

RF + XGBoost 

0 0.90 0.90 0.90 

0.9152 1 0.85 0.89 0.87 

2 1.00 0.95 0.97 

KNN + XGBoost 

0 0.90 0.78 0.84 

0.9152 1 0.70 0.88 0.78 

2 1.00 0.95 0.97 

Proposed Model (MCLXGB) 

0 0.90 0.95 0.92 

0.9322 1 0.90 0.90 0.90 

2 1.00 0.95 0.97 

 

In the table-2, Tomato yellow leaf curl virus (TYLCV) 

represents class 0, Tomato mosaic virus (ToMV) represents 

class 1, and Healthy represents class 2. 

Table 2 shows that the proposed model provides better 

accuracy than other state-of-art methods. To evaluate the 

performance of the proposed model, another parameter 

confusion matrix is also presented in Figure 4 and Figure 5. 

Figure 4 shows the hybrid approach results, whereas Figure 

5 shows the results of all state-of-art classifier methods. In 

this analysis hybrid proposed model MCLXGB represents a 

more accurately classified result. The confusion matrix of 

this proposed model for class 0 18 samples is correctly 

classified as TYLCV, but only one sample is misclassified 

as ToMV. In class 1, two samples are misclassified as 

ToMV; similarly class-2, only one sample is misclassified 

as ToMV. So, the result shown in figure 5 confirms that the 

proposed model MCLXGB can perform better in classifying 

plant disease. 
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Fig. 5 State-of-art machine learning methods 

  Actual    

  (TYLCV) (ToMV) Healthy ⅀ 

 (TYLCV) 19 7 1 27 

Predicted (ToMV) 1 13 0 14 

 Healthy 0 0 18 18 

 ⅀ 20 20 19  

  K-NN 

 

  Actual    

  (TYLCV) (ToMV) Healthy ⅀ 

 (TYLCV) 17 3 0 21 

Predicted (ToMV) 3 15 0 18 

 Healthy 0 2 19 21 

 ⅀ 20 20 19  

  DT 
 

  Actual    

  (TYLCV) (ToMV) Healthy ⅀ 

 (TYLCV) 17 2 1 20 

Predicted (ToMV) 3 18 0 21 

 Healthy 0 0 18 18 

 ⅀ 20 20 19  

  LR    
 

  Actual    

  (TYLCV) (ToMV) Healthy ⅀ 

 (TYLCV) 14 7 0 21 

Predicted (ToMV) 6 12 1 19 

 Healthy 0 1 18 19 

 ⅀ 20 20 19  

  DT 
 

  Actual    

  (TYLCV) (ToMV) Healthy ⅀ 

 (TYLCV) 17 2 0 19 

Predicted (ToMV) 3 17 0 20 

 Healthy 0 1 19 20 

 ⅀ 20 20 19  

SVM 

  Actual    

  (TYLCV) (ToMV) Healthy ⅀ 

 (TYLCV) 18 3 0 21 

Predicted (ToMV) 2 16 0 18 

 Healthy 0 1 19 20 

 ⅀ 20 20 19  

  XGBoost 
 

  Actual    

  (TYLCV) (ToMV) Healthy ⅀ 

 (TYLCV) 17 2 0 19 

Predicted (ToMV) 3 17 1 21 

 Healthy 0 1 18 19 

 ⅀ 20 20 19  

Extra Tree 
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6. Conclusion 
In the AI domain, ML and DL approaches are major 

performers. In our experimentation, algorithms of various 

ML models are taken into consideration. The measuring 

metrics like precision, recall, F1 score, accuracy, and the 

result of the confusion matrix are considered evaluation 

factors for the performance of the proposed model. On 

comparison of state- of -art, we achieved DT as 74.57%> K-

NN as 84.74%>RF as 86.44%>Extra Tree as 88.13%> 

XGBoost, SVM, LR as 89.83%> and hybrid models LR + 

XGBoost as 89.83%> KNN + XGBoost as 91.52%> RF + 

XGBoost as 91.52%> SVM + XGBoost as 93.22%. In 

future work, real-time images can be captured regularly 

using IoT modules to analyze the data to benefit the farmers. 
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