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Abstract - This research aims to analyze the patterns and behavior of social media users on Facebook Pages that sell products 

online and develop mobile applications to predict whether such users are likely to become customers. The data or actions taken 

by Facebook users are collected for sentiment analysis of texts and emotional analysis of emojis. Then, the feature selection 

technique was applied by Gain Ratio, Chi-Square, and Correlation-based Feature Selection. The developed model is based on 

machine learning techniques, including Decision Tree, Random Forest, Naive Bayes, Support Vector Machine, and Multi-

Layer Perceptron Neural Network. The result has shown that the model developed by applying the Multi-Layer Perceptron 

Neural Network and Correlation-based Feature Selection is the highest model performance compared to other models in this 

work. This model has an efficiency of 89.80% accuracy while having a Mean Absolute Error of 0.102. 

Keywords - Artificial intelligence, Customer behavior, Smart marketing, Social media. 

1. Introduction 
The internet, social media, mobile apps, and other digital 

communication technologies have become a part of everyday 

life for billions worldwide. As stated in [1], as of April 2022, 

there are five billion active internet users, covering 63% of 

the world’s population. Moreover, there are 4.65 billion 

social media users. Social media has become essential in 

many people’s daily lives and continues to increase. In 

addition, in 2020, there will be 3.6 billion social network 

users. 

 

Moreover, social network users are expected to increase 

to 4.41 billion by 2025 [2]. During the COVID-19 outbreak, 

people have social distancing. They have to do activities 

through the internet and online systems, such as working 

from home, studying, and shopping. This way has stimulated 

the distribution of products and services online. Facebook 

was the leading social platform in 2020 [2], with over 200 

million small businesses registered for its tools [3]. People 

spend more time online searching for information about 

products and services, including communicating with other 

consumers about their experiences and engagement with the 

activities on the Facebook Page. As a result, various 

organizations have responded to this shift in consumer  

 

behavior by making digital and social media essential 

components of their online business and marketing plans [4]. 

Organizations can benefit significantly by making social 

media marketing a key component of their overall business 

strategy [5]. It is because digital marketing and social media 

help companies achieve their marketing objectives at 

relatively low costs [6]. However, in online shopping, there 

is still a lack of identification of consumer behavior and 

supporting factors [7]. In particular, the analysis determines 

the patterns and behaviors of users’ activities and shopping 

preferences on social media. 

 

Machine learning and data mining methods have been 

used effectively, including classification, clustering, 

associative mining, and pattern recognition techniques. These 

techniques use data analytics tools to find patterns in 

consumer behavior [8] to increase customer satisfaction with 

online shopping and improve customer experiences. 

However, demand forecasting has always been a significant 

challenge in e-commerce. Therefore, much research 

highlights fundamental social media consumer behavior 

principles, providing predictive evidence primarily through 

text mining and sentiment analysis. Text mining means 
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extracting helpful information from a text database using 

machine learning techniques such as Natural Language 

Processing (NLP). Text mining uses social media networks 

to predict consumer behavior: likes, shares, comments, and 

reactions. Comments refer to the written text, so sentiment 

analysis converts into sentiment or opinions [9]. Likes, 

shares, and reactions refer to facts about quantities measured 

and processed, such as positive, negative, or neutral behavior 

[10]. One key research approach that uses data mining to 

predict performance metrics of posts published on a brand’s 

Facebook Page modeled the flow of the decision-making 

process. It may support decisions about whether to publish a 

post or not [11]. Facebook user behavior is monitored and 

classified by relevant content to avoid viewing irrelevant ads 

[12]. It also analyzed consumer engagement variance, 

highlighting the changes caused by Facebook Live video 

usage, revealing more emotional and cognitive engagement 

with live video than with other types of posts [13]. The 

discovery of Facebook posts, such as tracking the number of 

likes, comments, shares, and reactions, provides a solution to 

meet the needs of marketers and customers that create a win-

win relationship together. Therefore, each post type can 

generate engagement and drive Facebook user reactions. 

Marketers can use strategies based on what attracts the 

attention of online users. Some studies have predicted online 

user behavior by providing a precise method for determining 

differences between Facebook post types with decision trees. 

However, this method may only be suitable for specific 

countries or industries [23]. 

 

This research aims to develop an application for smart 

marketing with an artificial intelligence model that analyzes 

the patterns and behaviors of Facebook users who visit and 

purchase community enterprise products on social media. In 

addition, community enterprise business owners can use the 

mobile application to predict and decide which Facebook 

users will purchase their products or become customers. 

2. Methodology 
The artificial intelligence model's development for 

analyzing social media users' patterns and behaviors for 

smart marketing consists of eight processes, as shown in 

Figure 1. 

2.1.  Data Collection 

This research collects opinions or comments from fifteen 

Facebook Pages selling community enterprise products in 

Thailand. The data collected totaled 48,532 comments by 

8,014 users from January to May 2022. These data are 

related to the prediction model of customers for Dusit’ Brand 

products in Dusit District, Bangkok. The comments contain 

text and non-text elements: emojis, stickers, avatar stickers, 

videos, music, and images such as photos or Graphics 

Interchange Format (GIF). In addition to the text data, it also 

includes the demographic user profile characteristics of the 

Facebook users, including gender, age, country, city, 

education level, job type, marital status, and access device. 

Moreover, this work collected the user action data to analyze 

Facebook user behavior in the form of the frequency of 

actions: page (following and like), post (like, share, reply, 

and view), and click (get direction click, website click, phone 

number click, and send message click). To collect this data, 

the researchers developed the Facebook Data Collector 

Engine (FB-DCE), based on the Facebook Graph API 

version 14.0, to load and store data into MySQL Database. 

 

 
Fig. 1 The proposed model framework 



Sumitra Nuanmeesri et al. / IJETT, 70(10), 393-401, 2022 

 

395 

2.2. Data Categorization 

The collected comments are categorized into two major 

groups: text and non-text. Most comments are text formatted 

in Thai. Non-Thai words or texts are omitted by referring to 

the Thai language’s ASCII code and UTF-8 code table. Non-

text data are grouped based on their formatted appearances, 

such as emojis, stickers, avatar stickers, videos, music, and 

images. 

2.3. World Analysis 

All texts which are the comments will be word 

segmented using the LexTo API (A Thai Lexeme 

Tokenization and Normalization Tool) based on NECTEC’s 

Lexitron Dictionary. In this process, specific adverb types are 

selected. In this work, only adverb types are selected by 

applying the Thai WordNet lexical database to group words 

with similar meanings between buy or not buy the 

community enterprise products. The text in a single comment 

can consist of multiple sentences. These comments get rid of 

the stop word. Each word in each sentence is segmented, and 

a pipe sign (|) is used as a separator between words. 

Meaningless words are omitted from the sentence. The 

segmented words are formatted in a Comma-separated values 

(CSV) file. This CSV file classified the sentiment by 

applying the adverbs related to positive and negative 

opinions based on NECTEC Lexitron Dictionary. The word 

or term frequencies (TF) of positive and negative attributes 

are counted. If the number frequency of positive terms is 

greater than the negative, the result is set as positive (P). If 

the number of negative term frequencies is greater than 

positive, negative (N) output was set. If the number of 

positive terms equals negative terms, set the result value to 

balance (B). The number of word frequencies that may be 

repeated. The weight was applied and calculated according to 

the Term Frequency-Inverse Document Frequency (TF-IDF) 

principle. Then generate a word vector from these words for 

the model development. 

2.4.  Emotion Analysis 

For non-text comments, emotions are classified based on 

Plutchik’s eight basic emotions [15]. These eight basic 

emotions were classified into positive and negative emotions. 

The positive emotions include joy, trust, anticipation, and 

surprise, whereas the negative emotions include sadness, 

disgust, fear, and anger. The emojis or emoticons are non-

text. These kinds of comments were compared and classified 

as an emotion by applying the Unicode of emoji [16] version 

14.0. It has 1,853 types of smileys and emojis, similar to 

emojis on Facebook. The results of the emotion analysis 

were classified and defined as the labels of the emojis with 

the emotion under Plutchik’s eight emotions. 

2.5.  Feature Selection 

In this research, the data of twenty-five features were 

collected and defined for each Facebook user the action on 

the Facebook pages, as shown in Table 1. 

Table 1. All features of the collected data 

Feature Description Range of data 

TextComment The sentiment of 

the text comment 

Positive, Negative, 

Balance 

Emoji The emotion of 

emoji 

Joy, Trust, 

Anticipation, 

Surprise, Sadness, 

Disgust, Fear, 

Anger 

Sticker The comment is a 

sticker 

Yes, No 

AvatarSticker The comment is 

an avatar sticker 

Yes, No 

GIF The comment is a 

GIF image 

Yes, No 

Photo The comment is a 

photo or picture 

Yes, No 

Music The comment is a 

music content 

Yes, No 

Video The comment is a 

video content 

Yes, No 

PageFollowing The user clicks 

the following 

page 

Yes, No 

PageLike The user clicks 

the like a page 

Yes, No 

LikePost The number of 

likes the posts for 

each user 

0, 1, 2, … 

SharePost The number of 

shares the posts 

for each user 

0, 1, 2, … 

ReplyPost The number of 

shares the posts 

for each user 

0, 1, 2, … 

ViewPost The number of 

views the posts 

for each user 

0, 1, 2, … 

GetDirection The number of 

clicks on a ‘Get 

direction’ button 

for each user 

0, 1, 2, … 

Website The number of 

clicks on a 

‘Website’ button 

for each user 

0, 1, 2, … 

PhoneNo The number of 

clicks on a ‘Phone 

number’ button 

for each user 

0, 1, 2, … 

SendMessage The number of 

clicks on a ‘Send 

message’ button 

for each user 

0, 1, 2, … 
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Gender Facebook user’s 

gender 

Female, Male, Not 

provide 

Age Facebook user’s 

age 

A: 13-17 years old 

B: 18-25 years old 

C: 26-35 years old 

D: 36-45 years old 

E: 46 years old or 

above 

N: Not provide 

CityRegion The region by the 

province of a 

Facebook user in 

Thailand 

Central, North, 

East, South, West, 

North-East, Not 

provide 

AccessDevice The device from 

which users 

access Facebook 

pages 

Mobile, Desktop 

(Laptop) 

EducationLevel The Facebook 

user’s education 

level 

Basic, 

Intermediate, 

Undergraduate, 

and Postgraduate, 

Not provide 

JobType The Facebook 

user’s job type 

A: Agriculture 

B: Business owner 

C: State 

enterprises 

D: Government 

employee  

E: Employee 

F: Freelance 

G: Government 

H: Other 

MaritalStatus Marital status Single, Married, 

Not provide 

TextComment The sentiment of 

the text comment 

Positive, Negative, 

Balance 
 

However, some of the features collected may have a 

slight effect on the performance of the developed models. 

Therefore, the feature selection was based on weight analysis 

techniques using Gain Ratio (GR), Chi-Square (CS), and 

Correlation-based Feature Selection (CFS) methods to 

optimize the model’s effectiveness in developing a mobile 

application. For the GR and CS techniques, all features were 

ranked by weighting and degree of freedom calculated based 

on GR and CS methods, respectively. For the CFS technique, 

the output weights of features were ranked. Thus, the 

features with weight values more than zero were selected. 

Besides, the features with weight values over 50% were 

selected for the CFS method. 

These three techniques were compared to the model’s 

efficiency based on the number of features selected versus 

those that did not rely on feature selection. Finally, the best 

effective technique will be applied to mobile application 

development. 

2.6. Model Development 

The models for finding the user pattern and purchasing 

behavior on social media in smart marketing are based on 

these five techniques: DT, RF, NB, SVM, and MLPNN. 

Each technique consists of seven models that differ 

according to the feature selection method and not selecting 

features. In addition, algorithm C4.5 was applied to DT. For 

RF, it was set fifteen trees for each subset dataset. The alpha 

parameter was set equal to 1.0 for NB. The Radial Basis 

Function (RBF) kernel was applied to SVM with the penalty 

parameter of the error term (C) value was 1.0, and the 

gamma value was 1.0. Finally, for MLPNN, the three hidden 

layers were set with twenty neurons, Rectified Linear Unit 

(ReLU) activation function. The other hyperparameters, 

including 0.01 for learning rate, 64 batch size, 100 epochs, 

and the momentum was 0.9. The dataset was split into 80% 

and 20% for the training and test sets. There are two result 

classes: simple visitor and becoming a customer. The ‘simple 

visitor’ class refers to a Facebook user who is not likely to 

shop on the Facebook Page. While the ‘become a customer’ 

class relates to a Facebook user, who is expected to make a 

purchase or become an actual customer under that Facebook 

Page. 

2.7. Model Efficiency Evaluation 

All developed models were evaluated based on the 

performance of accuracy, sensitivity, specificity, precision, 

and F-measure according to Equation (1) [17, 18], Equation 

(2), Equation (3) [25], Equation (4), and Equation (5) [20], 

respectively. 

TP TN
Accuracy

TP TN FP FN

+
=

+ + +
  (1) 

TP
Sensitivity

TP FN
=

+
  (2) 

TN
Specificity

TN FP
=

+
  (3) 

TP
Precision

TP TN FP
=

+ +
  (4) 

2 Pr
-

Pr

ecition Sensitivity
F measure

ecision Sensitivity

 
=

+
  (5) 

Where:  

TP represents the actual value is positive, while the 

predicted value is positive; 

TN represents the actual value is negative, while the 

predicted value is negative; 

FP represents the actual value is negative, while the 

predicted value is positive; 
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FN represents the actual value is positive, while the 

predicted value is negative. 

Moreover, the Mean Absolute Error (MAE) was applied 

to the models to indicate the model efficiency as in Equation 

(6) [21]. 

1

1 n

i p

i

MAE y y
N =

= −   (6) 

Where: 

N represents the total number of data; 

yi represents the actual value; 

yp represents the predicted value. 

2.8. Application Development 

The most efficient model is used as a prototype to 

develop an Android-based mobile application in the Android 

SDK version 10.0. In addition, the Android Studio version 

2021 was used as a development tool. The programming 

language includes C++ and Java for the mobile application. 

At the same time, the developed web services API is php5-

based which was developed and installed on the web server 

for collecting and storing the Facebook user action on the 

MySQL database server. In the mobile application 

developed, initially, the administrator must log in to the 

Facebook Page with the right to own or manage that 

Facebook Page. Then, the system requests permission to 

access the Facebook database via Facebook Graph API 

version 14.0. After that, when this application is connected 

through a Facebook account, it will make predictions using 

the data gathered with FB-DCE developed based on the 

Facebook Graph API. Finally, the output is classified as 

whether Facebook users who interact with the Facebook 

Page are likely to be community enterprise purchases 

(become a customer) or simple visitors. The mobile 

application architecture and user interface are shown in 

Figure 2 and Figure 3. 

 
Fig. 2 The architecture of the developed mobile application 

 
Fig. 3 The user interface of the developed mobile application 

3. Results 
3.1. The Efficiency Evaluation Results of the Models 

without Feature Selection 

This work used twenty-five features for the five models’ 

training and testing. The efficiency of the models was 

evaluated, which includes accuracy (Acc), sensitivity (Sens), 

precision (Prec), specificity (Spec), F-measure, and MAE. 

Without the feature selection technique, the results have 

shown that the MLPNN model has the highest efficiency, 

with an accuracy of 86.55% for predicting Facebook user 

behavior on social media to become a customer. They were 

followed by the SVM, RF, DT, and NB models with an 

accuracy of 85.94%, 85.52%, 84.60%, and 84.45%, 

respectively. The efficiency values of the model using all the 

features in machine learning are shown in Table 2. 

Table 2. The efficiency evaluation results of the models without feature 

selection 

Model 
Acc 

(%) 

Sens 

(%) 

Prec 

(%) 

Spec 

(%) 

F-

measur

e (%) 

MAE 

DT 
84.6

0 

86.1

4 

87.4

4 

82.4

0 
86.79 

0.154

0 

RF 
85.5

2 

87.2

2 

87.9

2 

83.1

3 
87.57 

0.144

8 

NB 
84.4

5 

86.0

0 

87.3

3 

82.2

6 
86.66 

0.155

5 

SVM 
85.9

4 

87.4

2 

88.4

3 

83.8

3 
87.93 

0.140

6 

MLPN

N 

86.5

5 

87.8

0 

89.1

3 

84.7

9 
88.46 

0.134

5 
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3.2. The Results of Feature Selection Techniques 

GR, CS, and CFS were applied to the dataset collected. 

The comparison of the results of feature selection techniques 

has shown in Table 3. 

Table 3. The efficiency of the models’ training  

No 
Feature selection technique 

GR CS CFS 

1 Comment (text) Comment 

(text) 

Comment (text) 

(100%) 

2 Emoji Emoji Emoji (100%) 

3 Sticker Sticker Sticker (100%) 

4 Avatar sticker Avatar sticker Like (98%) 

5 Like Like Share (90%) 

6 Share Share Reply (84%) 

7 Reply Reply Avatar sticker 

(81%) 

8 View View View (78%) 

9 Age Education 

level 

Page like (70%) 

10 Gender Age Page following 

(70%) 

11 Education level Gender Send message 

click (66%) 

12 City region Device Education level 

(61%) 

13 Device City region Age (55%) 

14 Marital status Marital status Gender (52%) 

15 GIF GIF Device (12%) 

16 Send message 

click 

Send message 

click 

City region (9%) 

17 Page following Page following GIF (1%) 

18 Page like Page like Marital status 

(0%) 

19 Job type Job type Job type (0%) 

20 Get direction 

click 

Get direction 

click 

Get direction click 

(0%) 

21 Website click Website click Website click 

(0%) 

22 Phone number 

click 

Phone number 

click 

Phone number 

click (0%) 

23 Photo Photo Photo (0%) 

24 Video Video Video (0%) 

25 Music Music Music (0%) 

 

Table 3 discovered that GR and CS had the same results 

for the top 8 of the first feature and the features from the 14th 

onwards. However, both techniques are arranged differently 

between the 9th and 13th features. These features include 

age, gender, education level, city region, device, GIF, and 

marital status. Whereas the CFS technique has a different 

feature ordering from the two methods (GR and CS), with 

differences ranging from the 9th to the 18th feature. There 

were only 17 features with a weight greater than 0% and 14 

features with a weight of more than 50%. 

3.3. The Efficiency Evaluation Results of the Models with 

Feature Selection 

All features were processed by feature selection 

techniques, including GR, CS, and CFS. The number of 

features output was selected based on the weight of each 

feature. The model efficiency results are shown in Table 4. 

 

Table 4. The efficiency evaluation results of the models with the feature selection technique 

Model No. of 

features 

Acc (%) Sens (%) Prec (%) Spec (%) F-measure (%) MAE 

DT+[GR|CS|CFS]* 8 84.65 86.19 87.48 82.45 86.83 0.1535 

RF+[GR|CS|CFS]* 8 85.60 87.31 87.96 83.18 87.63 0.1440 

NB+[GR|CS|CFS]* 8 84.52 86.08 87.37 82.31 86.72 0.1548 

SVM+[GR|CS|CFS]* 8 85.97 87.44 88.47 83.88 87.95 0.1403 

MLPNN+[GR|CS|CFS]* 8 86.60 87.85 89.16 84.84 88.50 0.1340 

DT+[GR|CS]** 14 85.71 87.38 88.08 83.35 87.73 0.1429 

DT+CFS 14 86.05 87.78 88.25 83.61 88.02 0.1395 

RF+[GR|CS]** 14 86.49 88.34 88.45 83.91 88.40 0.1351 

RF+CFS 14 86.89 88.83 88.67 84.20 88.75 0.1311 

NB+[GR|CS]** 14 85.70 87.35 88.12 83.37 87.73 0.1430 

NB+CFS 14 86.21 88.03 88.31 83.66 88.17 0.1379 

SVM+[GR|CS]** 14 87.72 89.73 89.16 84.95 89.44 0.1228 

SVM+CFS 14 88.45 90.39 89.77 85.77 90.08 0.1155 

MLPNN+[GR|CS]** 14 89.03 90.74 90.43 86.65 90.58 0.1097 

MLPNN+CFS 14 89.80 91.32 91.19 87.68 91.25 0.1020 

DT+[GR|CS]** 17 84.88 86.36 87.70 82.78 87.03 0.1512 

DT+CFS 17 85.14 86.59 87.91 83.09 87.25 0.1486 

RF+[GR|CS]** 17 85.87 87.67 88.09 83.35 87.88 0.1413 

RF+CFS 17 86.03 87.80 88.20 83.55 88.00 0.1397 
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NB+[GR|CS]** 17 84.81 86.36 87.56 82.61 86.96 0.1519 

NB+CFS 17 85.12 86.58 87.88 83.04 87.23 0.1488 

SVM+[GR|CS]** 17 86.30 87.85 88.63 84.11 88.23 0.1370 

SVM+CFS 17 86.52 88.02 88.83 84.41 88.42 0.1348 

MLPNN+[GR|CS]** 17 87.01 88.31 89.39 85.16 88.85 0.1299 

MLPNN+CFS 17 87.49 88.90 89.63 85.50 89.27 0.1251 
* The classifier is applied with one feature selection technique: GR, CS, or CFS 

** The classifier is applied with one feature selection technique: GR or CS 

 

 
Fig. 4 The comparison of the effectiveness of the models 

Table 4 found that differences in the number of features 

affect the model's performance. The number of selected 

features, fourteen features, provides the highest model 

performance values, followed by seventeen features and 

eight features. The CFS method provides model 

performances higher than GR and CS methods for fourteen 

features and seventeen features. For fourteen features, the 

model with the MLPNN and CFS method is the highest 

model performance, including the accuracy, sensitivity, 

precision, specificity, F-measure, MAE 89.80%, 91.32%, 

91.19%, 87.68%, 91.25%, 0.1020, respectively. Compared 

with models that did not apply the feature selection 

technique, it was found that models that applied the feature 

selection technique had higher efficiency values than those 

without feature selection. The comparison of the 

effectiveness of the models is shown in Figure 4. 

4. Conclusion 
In smart marketing, it is necessary to rely on consumer 

data that appears on social media, especially data generated 

by social media users. For example, Facebook Pages allow 

Facebook users to participate in comments such as typing a 

message or text, sending a sticker, and clicking the like 

button. These actions can be used to analyze positive or 

negative feelings as well as the emotions of the users 

directly. This research developed a mobile application that 

connects to the Facebook database through the Facebook 

Graph API to analyze user patterns and behavior using 

machine learning models to predict the likelihood of such 

users becoming customers. All collected data is then taken 

through a feature selection process, including Gain Ratio, 

Chi-Square, and Correlation-based Feature Selection. After 

that, the processed and unprocessed datasets of feature 

selection are used to train and test the validity of models with 



Sumitra Nuanmeesri et al. / IJETT, 70(10), 393-401, 2022 

 

400 

five different classifier techniques: Decision Tree, Random 

Forest, Naive Bayes, Support Vector Machine, and Multi-

Layer Perceptron Neural Network. Finally, the model with 

the highest accuracy performance will be used for Android 

application development. 

The study results found that datasets that have 

undergone feature selection have higher model performances 

than the model with all features used. In addition, the Gain 

Ratio and Chi-Square methods have similar ranking results 

for each feature. On the contrary, Correlation-based Feature 

Selection differs in feature ranking compared to the other 

two methods mentioned above. However, several different 

features also affect the performance values of the developed 

model. Using the total number of features, which may consist 

of variables that have little correlation to the classification 

effect, may result in a degradation of model accuracy. 

Therefore, selecting the most related features will help make 

the model more accurate. In addition, when comparing 

machine learning techniques that use different classifiers, the 

results showed that the model developed with the Multi-

Layer Perceptron Neural Network provides better accuracy 

than other classifiers in this work. Ultimately, when applying 

the classifier to feature selection, it was found that models 

developed using the Multi-Layer Perceptron Neural Network 

and Correlation-based Feature Selection methods yielded the 

highest efficiency of classification accuracy of 89.90%. 
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