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Abstract - The degradation in the visual quality of images is often seen due to various noises added inevitably at the time of 

image acquisition. Its restoration has thus become a fundamental and significant problem in image processing. Many attempts 

have been made in the recent past to efficiently denoise such images. But, the best possible solution to this problem is still an 

open research problem. This paper validates the effectiveness of one such popular image denoising approach, where an adaptive 

image patch clustering is followed by the suboptimal Wiener filter operation in the Principal Component Analysis (PCA) domain. 

The experimentation is conducted on grayscale images corrupted by four different noise types: speckle, salt & pepper, Gaussian, 

and Poisson. The efficiency of image denoising is quantified in terms of various famous image quality metrics. The 

comprehensive performance analysis of the denoising approach against the four noise models underlies its suitability for various 

applications. It certainly gives the new researchers a direction for selecting the image-denoising method. 

Keywords - Adaptive clustering, Image denoising, Principal component analysis, Wiener filter. 

1. Introduction  
Denoising of noise-corrupted images is a very significant 

step in many image processing problems like image 

registration [1], image segmentation [2], image classification 

[3], etc., where the performance mainly depends on the 

correctness of original image contents. In short, image 

denoising improves a raw image's quality and creates a good 

foundation for its subsequent processing. Today, massive 

production of digital images is often undertaken in non-ideal 

image acquisition conditions. It certainly needs efficient 

image denoising to retain the visual quality contents of an 

image for the end use [4]. In the past few years, many image-

denoising methodologies have been developed. Many 

methods use one or the other type of filter like linear, non-

linear, local, global, simple, adaptive, etc.  

The image-denoising techniques can be categorized as 

pixel-based and patch-based. The extensive use of patch-

based methods [5] is observed in the image-denoising domain. 

These methods are based on the fact that similar regions or 

patches are present in images mostly locally. These methods 

divide the noisy image into overlapping or non-overlapping 

patches. Similar regions or patches are present in images, 

mostly locally. These methods divide the noisy image into 

overlapping or non-overlapping patches. Then these patches 

are processed individually, and an estimate of the ground truth 

is obtained using the similarity between various patches of the 

input image.  

Patch-based methods result in promising estimates of 

noise-free images and smooth flat regions. They can also 

maintain image features like sharp edges and fine details. 

However, these methods are quite time-consuming, including 

grouping and comparing similar patches. Secondly, patch-

based methods make use of a large number of parameters that 

are simultaneously very difficult to adjust correctly. However, 

patch-based methods are still preferred because of their 

significant advantages, like good noise suppression. However, 

simultaneously, these methods have some limitations, 

resulting in loss of information or alteration of original 

contents. This paper validates the effectiveness of one such 

popular image-denoising approach in which the suboptimal 

Wiener filter follows an adaptive patch clustering in the PCA 

domain to remove the noise from the image corrupted with 

four types of noises. The effectiveness is measured using the 

peak signal-to-noise ratio (PSNR), structural similarity 

(SSIM), feature similarity (FSIM), and denoising time, and 

their comparative analysis is presented.  

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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The outline of the remaining paper is Section 2 briefs the 

related work. The methodology of the various adaptive 

approach for image denoising is presented in Section 3. 

Experimentation of applying denoising algorithms on images 

and its result analysis is addressed in Section 4. Lastly, Section 

5 concludes the complete paper. 

2. Related Work  
Researchers have proposed several methods to eliminate 

various types of noises in the images used in various 

applications. Some techniques use filters for noise removal 

[6], [7]. Some include patch-based and block-based image-

denoising algorithms presented in [8]. One such method is 

Block-matching and 3D filtering (BM3D) [9], which has two 

steps: a hard-thresholding and a Wiener filter stage. Both 

involve 3D block transformation, grouping, collaborative 

filtering, and aggregation. BM3D is an efficient and fast 

algorithm that results in the perfect preservation of structuring 

details with only a few muddling artifacts comparatively for 

high noise levels. A further improvement in the BM3D 

algorithm is proposed by Yahya et al. in [10], in which the 

hard thresholding is replaced by adaptive thresholding as per 

noise contents in local regions. Nevertheless, this work has the 

limitation of computational complexity. Gao and Wang [11] 

proposed using K-means clustering with BM3D, which helped 

to lessen the computational burden of the algorithm.  

One more efficient image denoising method is using PCA 

with local pixel grouping (LPG), which is good at preserving 

local structures in an image [12], [13] and effectively 

eliminating small artifacts [14]. Muresan and Parks [15] 

proposed an adaptive PCA denoising method that adopted 

linear minimum mean square error (LMMSE) [16] to shorten 

the length of the total transform coefficients of PCA for noise 

removal. Some patch-based image-denoising algorithms use 

Wiener filters [17] that use redundancy present in patches to 

estimate the filter parameters [18]. In their work, Suresh et al. 

[19] presented the use of a 2-D FIR Wiener filter guided by 

the cuckoo search algorithm, which is adaptive in nature and 

used over multispectral satellite images. Leelavathi and 

Prakash [20] proposed a three-stage algorithm for speckle 

noise removal in SAR images, including block-based 

modified PCA, Hybrid Median Filter, and sharpening filter. 

Chatterjee and Milanfar [21], [22] in their work analyzed 

the limitations of the denoising problem and proposed patch-

based locally optimal wiener (PLOW) for images based on a 

statistical foundation, and it has reached the near-optimal 

bound. However, the original PLOW is unsuitable for 

denoising images with high noise levels. Hence, Cao et al. in 

[23] modified the original PLOW algorithm and called it a 

median PLOW. In that, the original estimator was replaced by 

a median estimator. In [33], Ote et al. used the Wiener filter in 

their proposed kinetics-induced block matching and 5-

Dimensional transform domain filtering for denoising, 

resulting in the best output image quality. 

3. Methodology 
The overview of the adaptive patch clustering approach 

using suboptimal wiener filtering in the PCA domain is 

presented in Figure 1. 

 
Fig. 1 Methodology 

3.1. Noisy Image Model 

A noisy image can be mathematically modelled as follows: 

𝑓𝑛(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) + 𝜂(𝑥, 𝑦) (1) 

Where fn is noise corrupted image, x and y represent the 

corresponding row and column locations of a pixel in an image 

plane, f is the ground truth image, and η is the added noise. 

This noise can be of any type. Here, the original image is first 

corrupted by four types of noise models: Gaussian, speckle, 

salt-and-pepper, and Poisson noise. 

3.1.1. Gaussian Noise: 

This noise is observed in amplifiers or detectors as an 

effect of heating the internal components. Gaussian noise 

model [25] is characterized by its probability density function 

(PDF) to gray value as: 

𝑃(𝑟) = √
1

2𝜋𝜎2
 𝑒

−(𝑟−𝜇)2

2𝜎2  (2) 

Where r is the gray value, μ and σ represent the mean and 

the standard deviation of gray values, respectively. 

3.1.2. Poisson Noise: 

This noise occurs because of electromagnetic waves of 

statistical nature like visible light, x-rays, and gamma rays 

[25]. This noise exhibits spatial as well as temporal 
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randomness in the resultant image. The Poisson distribution of 

grey level r with parameter λ > 0 has a probability mass 

function as 

𝑃(𝑟 = 𝑘) =
𝜆𝑘𝑒−𝜆

𝑘!
 (3) 

Where k represents the number of times r occurs, e 

represents Euler's number, and λ is the expected value (EV) of 

r and also its variance. 

3.1.3. Speckle Noise: 

It is a multiplicative noise usually observed in imaging 

systems like a laser, radar, and acoustics [26]. Its PDF is given 

as: 

𝑃(𝑟) =
𝑟𝛼−1𝑒

𝑟
𝑎

𝛼 − 1! 𝑎𝛼
 (4) 

This noise can be expressed as fn = f + η ∗ f, where η is 

random noise with uniform distribution with mean 0 and 

variance σ2. 

3.1.4. Salt & Pepper Noise: 

It is an impulse type of noise that occurs due to sudden 

sharp disturbances in the signal [25]. In an image, it can be 

observed when pixels have either minimum or maximum grey 

values. The PDF is given by – 

𝑃(𝑟) = {
𝑃𝑎, 𝑓𝑜𝑟 𝑟 = 𝑎
𝑃𝑏, 𝑓𝑜𝑟 𝑟 = 𝑏
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (5) 

where Pa and Pb are the probability with which grey levels a 

and b are present in the image. 

3.2. Image Patch Formation 

The noisy image is further processed to form the image 

patches. The total number of overlapping patches for an image 

of size M × N is computed as: 

Np = (M − p + 1) × (N − p + 1) (6) 

Where,  p is the size of the patch. 

3.3. Adaptive Clustering 

All patches are clustered with the K-means clustering 

algorithm into the K1 number of clusters. 

𝐾1 = 𝑚𝑎𝑥{ 
𝑀𝑋𝑁

256 𝑥 256
, 4} (7) 

Each of these K1 clusters is re-clustered once again using 

the K-means clustering algorithm into the K2 number of 

clusters. 

𝐾2 = max{ 
𝑁𝑝𝑖

𝑝 𝑥 𝑝
, 1} (8) 

For each possible pair of clusters, then the cluster distance 

is computed. These distances are ordered in ascending order. 

If the distance is less than a threshold T, they merge. The 

process of calculating distances, arranging them in ascending 

order, and merging is repeated until the minimum cluster 

distance is larger than the threshold T. Considering any two 

similar clusters to be merged, the threshold value denotes the 

most prominent dissimilarity between them, which is 

acceptable by the user. 

3.4. PCA Transformation 

Each patch of the noisy image is transmuted into the 

orthogonal PCA domain. The transform domain signal 

observation of a noisy image also contains similar noise. The 

first few principal components show more concentrated total 

variance than the same noise variance and achieve a higher 

signal-to-noise ratio. The lowest eigenvalues, which contain 

the highest noise, are discarded by reducing the dimension of 

the transform domain signal. For selecting the dimension, the 

Gaussian spiked population model [27] is used, which 

suggests that the eigenvalues of noise-dominant dimensions 

are below λn+ for cluster matrices of normal size. It helps 

control the trade-off between loss of information and 

simplification of the problem. PR = [p1, p2, . . ., pR] where pi is 

the reduced dimension of PCA, and R is the rank of the matrix. 

3.5. Suboptimal Wiener Filtering 

Before applying the Wiener filter, its parameters are 

estimated adaptively over a neighborhood of the signal point 

p. If y(p) is the signal observation to denoise at point p, then 

the filter parameters to be estimated are its autocovariance 

Cy(p) and its cross-covariance Cfy(p) between y(p) and its 

corresponding noise-free part f(p). A local neighborhood is 

preferred to select signal patches with high similarity to the 

signal (at point p) to be estimated. The local polynomial 

approximation with the intersection of confidence intervals 

(LPA-ICI) [28] method is used to detect signal variation and 

select the optimum size of the window adaptively to achieve a 

balance between bias and variance. 

This method assigns the small and large window sizes to 

the segment with large and small noise variance. For transform 

domain image noise removal, the Wiener filter [29] performs 

efficiently when the auto-covariance of the noisy signal at that 

point and noise auto-covariance are known. The Wiener filter 

as-estimates the signal f(p) at point p 

𝑓(𝑝) = ℎ𝑜𝑤𝑦(𝑝) (9) 

where, 

ℎ𝑜𝑤 = 𝐶𝑦(𝑝)−1𝐶𝑓𝑦(𝑛) = [1 − 𝑔𝑜𝑤] (10) 

𝑔𝑜𝑤 = 𝐶𝑦(𝑝)−1𝐶𝑤 (11) 

Here Cy(p) is the auto-covariance at point p, and Cw = σ2 

is the auto-covariance of noise. However, signal distortion is 

often incorporated into the estimated signal during noise 
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reduction when the optimal Wiener filter is used. A 

suboptimal Wiener filter helps to bring about a superior 

balance between the diminution of noise and signal distortion. 

This suboptimal Wiener filter 𝑔𝑠𝑤  with an attenuation 

coefficient α of 𝑔𝑜𝑤  is obtained by manipulating the Wiener 

filter as follows: 

 

ℎ𝑠𝑤 = [1 − 𝛼𝑔𝑜𝑤] = [1 − 𝑔𝑠𝑤] (12) 

 Where α ϵ [0, 1] is obtained using signal distortion and 

noise diminution indices [30], then the suboptimal Wiener 

filter estimates the signal observation f(p) at point p as: 

𝑓(𝑝) = ℎ𝑠𝑤𝑦(𝑝) (13) 

The signal-distortion index used to determine α can be 

defined as: 

𝑖𝑠𝑑(𝑔𝑠𝑤) ≜
𝐸{[𝑓(𝑝) − ℎ𝑠𝑓(𝑝)2}

𝜎𝑓
2  (14) 

The noise reduction index or noise diminution index is 

given as 

𝑖𝑛𝑟(ℎ𝑠) ≜
𝜎𝑤

2

𝐸{[ℎ𝑠𝑤𝑤(𝑝)]2}
 (15) 

Then, the maximization of the cost function given by (16) 

is used to obtain the optimal value of α – 

𝐽(𝛼) ≜
𝑖𝑛𝑟(ℎ𝑠𝑤)

𝑖𝑛𝑟(ℎ𝑜𝑤)
− 𝛽

𝑖𝑠𝑑(𝑔𝑠𝑤)

𝑖𝑠𝑑(𝑔𝑜𝑤)
 (16) 

Where the value of β decides the relative significance 

between signal retention and noise diminution, less amount of 

signal distortion and noise removal also result in an immense 

value of β. Hence obtain a good balance between them β is set 

to 0.7. Each patch from a patch cluster is processed through a 

suboptimal Wiener filter, and its denoised version is obtained. 

Then the denoised cluster is further obtained using the reverse 

PCA transform as 
 

𝑌𝑅̂ =  𝑈𝑅  𝑃𝑅̂ (17) 
 

Where UR consists of the selected eigenvectors UR = [uy1, 

uy1, . . .., uyR], 𝑃𝑅̂indicates the estimate of corresponding 

signal-dominant dimensions PR. Then all the estimated 

patches are stacked together and projected into the estimated 

image. 

4. Results and Discussion  
This section practically validates the adaptive variation 

approach for image denoising when applied to the dataset 

imagery detailed in the following subsections. 

4.1. Experimental Platform  

The implementation of the image denoising algorithm 

and its further performance evaluation is carried out on an 

experimental platform detailed in Table I. 

Table 1. Details of the experimental setup 

Setup item Details 

Software  MATLAB R2022a 

Processor 11th Gen Intel(R) Core (TM) i5-1135G7 @ 2.40 GHz 

RAM  8 GB 
 

4.2. Dataset Imagery 

Four grayscale images of dimensions 256 × 256 pixels are 

used for the experimentation. These dataset images named 

Rhinoceros, Crow, Building, and Elephant are obtained from 

the UC-Berkeley dataset [31]. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2 Dataset Imagery: (a) Rhinoceros, (b) Crow, (c) Building, (d) 

Elephant 

4.3. Results 

To demonstrate the performance of the various adaptive 

approach for image denoising, the original dataset imagery, 

which is free from noise, is made noisy using four noise 

models, correspondingly speckle, salt & pepper, Gaussian, 

and Poisson. The noise is added with the default parameter 

value in MATLAB.  

The noisy images and the resultant denoised images 

obtained using the various adaptive approach corresponding 

to the four dataset images are displayed in Figures- 3, 4, 5, and 

6. To quantify the performance of image denoising, the 

denoised images are compared to the original noise-free 

images, and the evaluation metrics [32], namely PSNR, SSIM, 

and FSIM, are computed. The obtained values of the 

evaluation metrics and the execution time for image denoising 

corresponding to four dataset images are shown in Table 2. 
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(a) 

 
             (b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

Fig. 3 Experimentation for Speckle Denoising: (a) Noisy Rhinoceros, (b) 

Denoised Rhinoceros, (c) Noisy Crow, (d) Denoised Crow, (e) Noisy 

Building, (f) Denoised Building, (g) Noisy Elephant, (h) Denoised 

Elephant 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

Fig. 4 Experimentation for Salt & Pepper Denoising: (a) Noisy 

Rhinoceros, (b) Denoised Rhinoceros, (c) Noisy Crow, (d) Denoised 

Crow, (e) Noisy Building, (f) Denoised Building, (g) Noisy Elephant, (h) 

Denoised Elephant 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

Fig. 5 Experimentation for Gaussian Denoising: (a) Noisy Rhinoceros, 

(b) Denoised Rhinoceros, (c) Noisy Crow, (d) Denoised Crow, (e) Noisy 

Building, (f) Denoised Building, (g) Noisy Elephant, (h) Denoised 

Elephant 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

Fig. 6 Experimentation for Poisson Denoising: (a) Noisy Rhinoceros, (b) 

Denoised Rhinoceros, (c) Noisy Crow, (d) Denoised Crow, (e) Noisy 

Building, (f) Denoised Building, (g) Noisy Elephant, (h) Denoised 

Elephant 
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Table 2. Measurement of performance metrics: PSNR, SSIM, FSIM, and execution time. 

Dataset Imagery Noise Type PSNR SSIM FSIM Time (s) 

Rhinoceros 

Speckle 20.4024 0.5745 0.8289 116.3152 

Salt & Pepper 20.4262 0.5735 0.8597 106.8914 

Gaussian 24.7775 0.7198 0.8746 96.5399 

Poisson 27.0436 0.7831 0.8741 46.1151 

Crow 

Speckle 18.9186 0.3310 0.5419 106.6050 

Salt & Pepper 19.6383 0.4207 0.7834 87.4344 

Gaussian 28.6109 0.6597 0.8073 80.1020 

Poisson 33.8712 0.9477 0.9385 37.3250 

Building 

Speckle 21.1825 0.5838 0.8033 111.0295 

Salt & Pepper 20.7864 0.5708 0.8623 113.7823 

Gaussian 25.6806 0.7034 0.8852 97.2190 

Poisson 29.2199 0.8662 0.8998 50.2314 

Elephant 

Speckle 20.4049 0.5718 0.8261 433.1694 

Salt & Pepper 20.2517 0.5606 0.8535 425.7501 

Gaussian 24.7805 0.7121 0.8750 388.7226 

Poisson 27.0404 0.7827 0.8728 162.5742 

 

  

  

Fig. 7 Comparative analysis of variation adaptive denoising approach against speckle, salt & pepper, Gaussian, and Poisson noise models considering 

the measurements of (a) PSNR, (b) SSIM, (c) FSIM, and (d) the execution time. 
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4.4. Quantitative Analysis 

In order to judge the suitability of the various adaptive 

image denoising approach against the four noise models using 

the dataset imagery, it is necessary to analyze the quantified 

evaluation metric values. SSIM and FSIM give structural 

information, whereas PSNR gives information about the 

image reconstruction quality of the algorithm. 
 

A graphical plot of obtained PSNR values, as shown in 

Figure 7(a), will be helpful here. The desired value of PSNR 

is always a maximum indicating the retention of signal 

information despite the corruption caused by noise. From the 

graphical plot, it is clear that the adaptive variation approach 

is more suitable for reducing the Poisson noise. There is also 

a considerable reduction in Gaussian noise in the concerned 

image. Handling the speckle and salt & pepper noise using the 

discussed methodology is inefficient. However, still, it is 

successful in achieving higher PSNR in speckle noise 

reduction for Elephant images than in the case of salt & pepper 

noise. 
 

The quantification of image quality degradations in terms 

of perceptual metric SSIM is graphically plotted in Figure 

7(b). The desired structural similarity of the denoised image 

with the original image is always as maximum as possible. 

From this plot also, it is clear that the variation adaptive 

approach best suits to reduce the Poisson noise. Next to this, 

it is also efficient to reduce Gaussian noise in an image to a 

considerable level. The discussed methodology's performance 

is inconsistent while handling the speckle and salt & pepper 

noise. It seems dependent on image information variation 

trends in the spatial plane. In the case of the Elephant image 

dataset, speckle noise reduction achieves a higher SSIM index 

than in the Gaussian and salt & pepper noise reduction. 
 

The feature similarity of denoised images with their 

original counterparts measured in terms of FSIM values is 

plotted in Figure 7(c). The efficiency of the image-denoising 

algorithm also greatly depends on this metric computation. As 

higher the FSIM values, the more efficient the denoising 

algorithm is. Poisson noise reduction has achieved the highest 

FSIM values in this plot. The performances in the Gaussian 

and salt & pepper noise reduction cases are respectively very 

close to Poisson denoising. Comparatively, the speckle 

denoising fails to retain the resulting images' feature 

information. 

Finally, a comparison of time taken for image denoising is 

plotted in Figure 7(d). Despite the same computational 

complexity of the algorithm when applied to different images 

corrupted by different noise types, it is found that Poisson 

noise reduction is achieved in the least execution time. Next, 

the Gaussian denoising is faster than the other two. Speckle 

and salt & pepper denoising using the adaptive variation 

approach are found to be computationally inefficient. 

5. Conclusion and Future Scope 
In this paper, we have validated the effectiveness of a 

popular image denoising approach, where the suboptimal 

Wiener filter operation follows an adaptive image patch 

clustering in the PCA domain. The experimentation is 

conducted on grayscale images corrupted by four different 

noise types: speckle, salt & pepper, Gaussian, and Poisson. 

The efficiency of image denoising is quantified in terms of 

PSNR, SSIM, FSIM, and denoising time. When the results are 

compared, it is observed that the method is best at reducing 

Poisson noise and better at reducing Gaussian noise when 

quality metrics and execution time are considered. The 

adaptive variation approach is unsuitable for efficiently 

handling the speckle and salt & pepper noise. The 

development of a more sophisticated image-denoising method 

that can efficiently deal with various noise models is planned 

for future work. 
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