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Abstract - In human activities, various technologies based on a distributed approach are increasingly mastered; they are 

designed to ensure efficient and reliable information storage, quick data access, and the possibility of implementing 

parallelism when working with them. Comprehensive research aimed at optimizing the tactical, technical, and economic 

indicators determining the appearance and functionality of such storage systems is an urgent scientific problem. One of its 

parts is the need to investigate the possibilities of developing components of an effective fault-tolerant medical data storage 

system. This determined the article's topic relevance. This research aimed to develop new mathematical models and 

algorithms, based on known alternative technologies, for the basic components of a distributed storage system that can be 

effectively implemented. The application of these components will increase system fault tolerance using controlled 

redundancy. The article shows that, among the possible options for a distributed fault-tolerant data storage system structure, 

distributed data storage systems are most promising in ensuring efficient and reliable information storage. Moreover, this 

refers to such systems whose mechanism of maintaining reliability (fault tolerance) is based on the operation of the error-

correcting code based on a redundant residue number system. A model of a distributed data storage system with a 

redundancy function is proposed. It is substantiated that the latter's functioning depends on the efficiency and practical 

applicability of the approaches to converting values from a positional system to a redundant one.  

Keywords - Algebraic codes, Data errors, Data redundancy, Data storage system, Non-positional notation. 

1. Introduction 
A stable significant increase in the volumes of received, 

processed, and, consequently, the stored information is a 

characteristic feature of the modern world [1,2]. The 

effectiveness of the analysis of large amounts of data for 

various purposes is characterized by such indicators as the 

speed of analysis, its quality, the reliability of the 

information provided, etc. [3,4].  

Therefore, recently, brisk growth has been observed in 

developments related to new methods for information 

transmitting, processing and storing, such as technologies 

for working with large amounts of information [5], cloud 

and fog computing [6,7]; technologies for Web information 

processing [8]; neural network-based methods [9]; 

technologies for ensuring the reliability and security of 

information and data storage [10], their availability, etc. 

While computing capabilities continue to grow, 

increasing attention is being paid worldwide to finding such 

design solutions that can provide greater fault tolerance and 

increased performance of data storage systems (DSS) [11]. 

The main DSS components of storage systems, which are 

hardware and software complexes, include information 

storage devices, storage device access systems, backup 

systems, storage management software, monitoring and 

control systems, etc.  

The need to improve such structurally complicated DSS 

is an urgent scientific problem. The effectiveness of solving 

it is associated with the need to research to develop 

approaches to ensure data integrity, increased fault 

tolerance, scalability, and performance of such systems. 

Secondly, it is necessary to search for such design solutions 

for a technically and economically optimal DSS that will 

significantly reduce energy costs, service costs, the cost of 

backup storage systems, and much more. 

Hardware, software and network failures and 

interruptions in the DSS power supply led to such negative 

consequences as a violation of the data reliability, temporary 

or permanent termination of access to them, etc. [12]. To 

increase fault tolerance and avoid such problems, it has 

become increasingly obvious to apply a distributed 

approach to data storage using computer networks in which 

information can be stored on more than one node [13]. It 

provides fast access to data and the ability to implement 

parallelism, breaking a complex task into parts to ensure its 

solution using multiple processors [14]. A good potential for 

parallelization lies in neural networks [15,16].  

Thus, currently, the key task is to develop technologies 

for shaping the appearance of such distributed data storage 

systems (DDSSs), which allow for the most efficient 

operation of available local resources. The DDSS is based 

on various models and algorithms for improving fault 
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tolerance and performance. The DDSS basis is the subject 

of this research. 

The research aimed to develop components of a DDSS 

whose application would increase its fault tolerance using 

adjustable redundancy. 

2. Review and Analysis of Possible Alternative 

Options for the Structure of a Distributed 

Fault-Tolerant Data Storage System 
DDSSs are the most promising systems in terms of 

providing efficient and reliable storage of information 

arrays of various types, structures and sizes [17,18], which 

include multiple storage devices connected by a network 

and infrastructure ensuring their performance. 

The method presented for data storage enables the 

storage of different parts of information on different media. 

Rack, server, or other storage is irrelevant. Simultaneously, 

it should be noted that from the standpoint of a specific user, 

a network of equipment intended for data storage is a 

conditionally single device [19]. Access to information does 

not depend on the location of request formation or the 

method for organizing the placement of certain information. 

The key components of any DDSS designed to ensure 

data storage reliability, that is, to preserve its integrity and 

validity to the utmost, are listed below: 

• A set of algorithms and methods for processing input 

information, its presentation in any form, for example, 

in a redundant one. Moreover, in any case, it should be 

suitable for storing data in conditions of distribution 

and placement on different devices and media; 

 

• A storage subsystem. It includes a set of certain media 

associated with a single system. Options include file, 

logical and other subsystems. The system must 

determine the method of storage and "observes" the 

provided access policy; 

 

• A set of algorithms and methods for data recovery that 

provide reverse recovery of distributed information 

within the framework of such procedures as: 

 

o Collection of distributed data components, using 

metadata about the places of their storage and 

conditions of access to them; 

 

o Assessment of damage to the collected data; 

 

o Data recovery based on the original information 

and identified damaged blocks. 

The DDSS structure is shown in Fig. 1 in its most 

general form. 

 
Fig. 1 Schematic diagram of the DDSS 

 
Fig. 2 A replication-based DDSS workflow 

The algorithms and methods listed above can be 

implemented differently depending on the mechanisms used 

to maintain reliability (fail tolerance). A critical method to 

ensure reliability (the application of new, more reliable 

components; the selection of suitable operating modes; the 

development of entirely new types of architecture that are 

compatible with the use of modern technologies, etc.) is to 

create backups, that is, maintaining DDSS fault tolerance by 

using supporting tools and resources, including "cold" [20] 
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and "hot" [21] backups. At the same time, it should be noted 

that any way to create DDSS backup copies inevitably 

leads to redundancy [22]. 
 

Among the practical approaches that cause redundancy, 

the most widely used methods are data replication (creation 

of backup copies) [23], data separation algorithms [24], and 

error correcting codes [25], which are primarily caused by 

bit damage during information transmission, erasure codes, 

and others. 
 

The features of each method directly affect the cost and 

the level of complexity of the system being developed. The 

simplest way to create backup data is replication based on 

their copying and subsequent storing in different storage 

locations [26]. At the same time, full accessibility and 

integrity of the stored information are guaranteed. If access 

to the requested data is unavailable on one physical medium, 

it will be provided using another. Fig. 2 shows the 

replication-based DDSS workflow.  

A similar method for creating backup data is associated 

with increased DDSS redundancy. Moreover, despite its 

extreme simplicity, storage costs almost double (compared 

to the situation of a complete refusal of data backup).  

Methods for creating backup data based on data 

partitioning algorithms are significantly more complex than 

replication. This can be exemplified with the Rabin 

algorithm [27], which involves data conversion using the 

vector-matrix product in Galois fields. 

Also, applying a wide range of error-correcting codes 

(Hamming codes, Reed-Solomon codes, etc.) is associated 

with the expenditure of significant computing resources, for 

which the analyzed data redundancy is a necessary condition 

for the possibility of their use [25,28]. 

Erasure codes are also characterized by increased 

complexity, which can be considered a complex tool for 

creating data redundancy, within which additional data is 

generated and stored in addition to the input information, for 

example, about parity, which, in the absence of access to the 

requested information, makes it possible to restore it [29].  

However, simultaneously, owing to the existing 

methods for simplifying DDSS implementation, a DDSS, 

which is based on this method for maintaining increased 

fault tolerance, is one of the most effective, both from 

technical and economic viewpoints. 

Since information systems become more productive 

with each new generation, the requirements for DDSS and 

its components are constantly increasing. Often, cutting-

edge software is required to ensure data storage reliability, 

process data in a distributed form, and safeguard 

confidential information [30].  

Combined with anti-noise coding, all these 

circumstances can make the system less productive. The use 

of multifunctional error-correcting codes, compatible, in 

particular, with arithmetic coding and the ability to ensure 

the safety and security of stored information from leaks, is 

the most promising solution to this problem [31]. 

These are provided by codes based on the residue 

number system (RNS), and the redundant residue number 

system (RRNS) possesses such capabilities [32,33]. These 

number systems have found application as a non-positional 

notation and are intended to organize computational 

operations with data in a distributed form and make these 

operations more accurate. At the same time, RNS (RRNS) 

are the foundation for schemes that provide increased 

protection of information confidentiality in distributed 

remote storage cases.  

The results of several research papers in this research 

domain are summarized in Table 1. 

 

Table 1. Results of publications in the considered research domains 

Reference Paper Content 

[8] 

The research is devoted to solving the problems of connecting numerous devices to the Internet in the process 

of implementing the information-oriented Internet of Things project. This research aimed to conduct 

comprehensive studies of a conceptual nature in developing technologies to ensure the efficient operation of 

numerous Internet of Things project applications. The authors identified some of the most promising research 

areas to overcome the problems of inefficient, traditional caching solutions for this project. 

[6] 

The research is devoted to solving the problems of optimizing cloud, fog and edge computing and 

implementing the Internet of Things project. The research purpose was to conduct comprehensive conceptual 

studies to develop a clear understanding of the performance metrics and standards that can be used in this area 

of optimization. The authors comprehensively considered various performance indicators and metrics for 

cloud, fog, and edge computing that may be useful in the future. Some of the most promising areas of research 

were identified. 

[29] 

This research solves a set of issues related to analyzing the technical and economic possibilities of cross-centre 

data storage technology. This research aimed to study the effectiveness of building this technology using 

erasure codes. The authors proposed an adaptive to the network environment method for erasure-coded cross-

datacenter storage and a hybrid-structured method for erasure code recovery in cross-datacenters. The results 

of experimental studies showed that the proposed methods could reduce the cost and time of recovering 

damaged data by 40% or more compared to several advanced erasure codes. 
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[15] 

The research is devoted to solving the issues of increasing the efficiency of using general regression neural 

networks in solving predictive problems. This research aimed to improve forecasting accuracy when using 

neural networks. The authors proposed a parallel integrated neural network system, the model of which is a 

combination of a general regression neural network and an adaptive gray wolf dynamic optimizer. The 

experimental studies showed that the proposed system provided a higher average prediction accuracy than 

other methods (for example, by 8.05% for a wavelet neural network). 

[32] 

The research is devoted to addressing issues of increasing the efficiency of the applied use of convolutional 

neural networks. This research aimed to reduce the resources required for their creation and operation. The 

authors proposed such a network architecture based on the residual number system and the new Chinese 

theorem on the remainder with fractions. It was estimated that using such a hardware-software architecture 

could reduce hardware costs by 32.6% compared to the traditional approach. The average image recognition 

time was decreased by 37.06% compared to software implementation. 

[1] 

The research is devoted to a comprehensive analysis of the increasing impact of technologies, defined by the 

term "Big Data", on biomedical studies and their application in healthcare. This research aimed to analyze 

advances in the field of ohmic technologies (genomics, epigenomics, transcriptomics, proteomics, 

metabolomics and pharmacogenomics) and their contribution to the development of methods based on the 

concept of "Big Data" in biomedicine. The authors critically reviewed the main computational methods, 

algorithms and their results that have contributed to recent advances in the field of big data obtained as a result 

of biomedical research on various complex human diseases. Some of the most promising areas for further 

research were identified. 

[21]  

The research is devoted to improving distributed storage systems based on traditional technologies that use the 

redundant backup to reduce the cost of reliable storage and increase the utilization of space. This research 

aimed to develop a reliable data backup method that provides a high space utilization ratio and is suitable for 

efficiently storing hot temporary data. The authors proposed a method for data backup based on the use of a 

checksum, which ensures data security and saves storage space, thereby increasing read and write performance 

on average by 10% and 30%, respectively. 

[17] 

This research is devoted to analyzing the possibilities of using energy-saving technologies to ensure efficient 

data accessibility within all types of cloud services and the high quality of their servicing from environmental 

and economic viewpoints. This research aimed to develop a model and algorithm for energy saving for a 

distributed storage system. Experimental studies showed that the proposed algorithm improved the energy 

efficiency of a distributed storage system. 

[9] 

This research is devoted to a comprehensive study of problems related to interpreting deep neural network 

models, using the recently proposed technology of layered relevance distribution, creating transparent machine 

learning systems, etc. This research aimed to analyze and summarize the materials on these problems outlined 

in the textbook read by the authors at the 42nd IEEE International Conference on Acoustics, Speech and Signal 

Processing (ICASSP 2017). 

[28]  

This research is devoted to studying problems related to constructing a series of twisted linearized codes. The 

research aimed to develop an approach based on using an algebraic description for sum-rank metric codes as 

quotient space of a skew polynomial ring. The proposed approach simultaneously generalizes the skew group 

algebra setting for rank-metric codes and the polynomial setting for codes in the Hamming metric. 

[23]  

The research is devoted to solving the problems of increasing the efficiency in terms of high throughput of the 

storage process in distributed erasure coding storage systems. This research aimed to develop proposals for 

implementing an "in-network" redundancy generation process, which distributes the data insertion load among 

the source and storage nodes. This approach allows storage nodes to generate new redundant data by 

exchanging partial information among themselves, improving the throughput of the storage process (up to 90% 

in data centers and 60% in peer-to-peer settings) compared to the classic data insertion approach. 

[31] 

This research aimed to experimentally study the performance of alternative fault-tolerant buffer schemes for 

organizing data in a Network-on-Chip (NoC) communication system protected by alternative types of error 

correction code. The results obtained showed that the use of error correction code in NoC buffers can be an 

effective solution for reliability issues, although increasing the design costs and requiring a buffer with higher 

storage capacity. 

[11] 

This research is devoted to a comprehensive analysis of fault tolerance of fast-changing big data systems as a 

key feature of such systems to ensure availability, reliability, and consistent performance during faults. This 

research aimed to provide a consistent understanding of fault tolerance in large data systems and highlight the 

problems that hinder improving its efficiency. The authors identified several of the most promising research 

areas for solving fault tolerance problems. 
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[2] 

The research is devoted to a comprehensive analysis of the problems in terms of scalability, rapid ingestion, 

performance, processing and storage efficiency of new technologies, characterized by the term "Big Data". 

This research aimed to describe two future solutions for big data storage (REHDFS system and DNA Storage) 

with an assessment of their technical and economic advantages. 

[33]  

This research aimed to develop proposals regarding a novel application of RRNS codes to Space-Time Block 

Codes (STBCs) design. According to the proposed method, the link between residues and complex signal 

constellation was optimized based on the so-called "Direct Mapping" and "Indirect Mapping" schemes. The 

knowledge of the apriori probabilities of residues was used to implement a probability-based Distance-Aware 

Direct Mapping scheme. Simulation results demonstrated that the Distance-Aware Direct Mapping scheme 

provided performance gain relative to a traditional direct mapping scheme. 

[27] 

The research is devoted to improving the graphics processing units to increase their power, as the most 

important indicator of processors when performing parallel procedures. This research aimed to develop a 

technology that combines the recent advancements in graphics processing units with string-matching 

algorithms that significantly increase the efficiency of any application. The article's authors proposed a 

modified parallel version of the Rabin-Karp algorithm using a graphics processing unit to solve this problem. 

[5]  

The research is devoted to a comprehensive analysis of technologies defined by the term "Big Data" in terms 

of uploading big volumes of data, processing and analyzing unstructured information and its distribution into 

the clustered database, etc. This research aimed to organize a parallel system that includes several methods for 

working with arrays of unstructured data. Within the framework of the proposed system, a class of basic 

database operations was implemented: database connection, table creation, obtaining a row identifier, returning 

all database elements, updating, deleting, and creating a row. 

[12]  

This work conducted a set of studies to develop a formal description of methodological approaches to form 

the image of automated diagnostics of medical and biological systems subjected to random perturbation. This 

study reviewed current diagnostic methods of the main diagnostic system elements. Research on the 

development of statistical recognition systems, providing a link of the detection reliability with the necessary 

constraints to achieve this, is relevant. The study showed that the formation of features using a nonlinear 

transformation procedure in initial signal spaces and a stochastic coding method of classification of the features 

is based on calculating the correlation moment using the correlation functions of signs. 

[25]  

The research is devoted to improving a ternary optical computer, particularly to increasing the stability of the 

communication channel. This research aimed to increase the strength of the communication channel of such a 

computer to random failures by developing and using a Hamming code error correction module in the system. 

The experimental results showed that the bit error rate of the output results of a ternary optical computer could 

be reduced by one order of magnitude after error correction by the Hamming code error correction module. 

[16] 

The research is devoted to the analysis and development of parallel algorithms that implement the Z-transform 

neural network calculation based on the input and output signals of the analyzed object. This research aimed 

to conduct theoretical and experimental studies of the possibilities of parallel algorithms, various types of 

architectures with different numbers of processors, the computation of the Z-transform neural network and 

ZTANN training. The authors created efficient parallel algorithms and developed plans for creating a cost-

optimal hardware platform based on microcontrollers operating in parallel. 

[24] 

The research is devoted to the parameter identification of Hammerstein output error moving average systems 

with a two-segment piecewise nonlinearity. This research aimed to solve the problem of converting the 

Hammerstein model into two regression identification models. The authors developed a recursive least squares 

algorithm based on data filtering to estimate the parameters of these two identification models. The proposed 

algorithm achieves higher computational efficiency than the standard approach by using smaller covariance 

matrices from two identification models instead of one identification model in the standard approach. 

[26] 

The research is devoted to improving (increasing the reliability) distributed storage systems for big data based 

on replication technology. This research aimed to develop a new reliability model to investigate the system 

reliability of multi-way declustering data layouts and analyze their potential parallel recovery possibilities. The 

comprehensive simulation results showed that the shifted declustering data layout outperforms the random 

declustering layout in a multi-way replication scale-out architecture regarding data loss probability and system 

reliability by up to 63% and 85%, respectively. 

[18]  

The research is devoted to improving traditional replication technology, which is key in forming distributed 

storage systems. This research aimed to develop an indirect replication algorithm based on the intrinsic 

characteristics of distributed storage systems and the peer-to-peer model. Compared to the traditional 

replication algorithm, the developed indirect replication algorithm has less granular replication, less bandwidth 

and storage costs and provides higher availability, durability, and security. 
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[3] 

The research is devoted to analyzing technical and economic aspects in terms of the possibilities of 

implementation in the medical subject area, which is a prominent example of "big data" – a promising 

sequencing technology. This research aimed to summarize the main methodological and practical challenges 

of using big data in sequencing technology. The authors concluded that using big genomic data to support and 

inform consumer electronics associations (CEAs) of next-generation sequencing (NGS) technologies held 

great promise. 

[10] 

The research is devoted to analyzing the integrity of data stored within cloud services as the primary indicator 

of ensuring their security. This research aimed to develop a secure fuzzy identity-based public verification 

scheme. The safety and usability of the proposed scheme were confirmed experimentally. 

[20]  

The research is devoted to solving the problem of creating a rational, cost-efficient image of the information 

storage systems that are part of the processing centers, most of which are cold and archival data. This research 

aimed to develop proposals for existing storage infrastructure in cloud service centers, providing sufficient 

bandwidth at an extremely low cost to meet cold and archival workloads. The main component of the proposed 

system is a novel fat tree interconnect fabric to connect hard disk drives (HDDs) to existing servers and network 

infrastructure. 

[13] 

The research is devoted to solving problems of increasing efficiency in terms of maintaining high system 

performance of the data placement process in erasure-coded distributed storage systems. This research aimed 

to increase the practicality and efficiency of inserting coded blocks into a set of redundant storage nodes. To 

eliminate the shortcomings of existing data allocation schemes, such as load imbalance and a large delay in 

data transmission, the authors proposed a tree-structured data placement scheme with top-down cluster 

transmission. The proposed scheme could effectively improve the survival life of storage networks and reduce 

the data insertion time. It performed better than the optimal tree-structured scheme based on other optimization 

algorithms. 

 

Thus, a comprehensive analysis of alternative options 

of the applied mechanisms for maintaining DDSS reliability 

(fault tolerance) showed that the DDSS, which is based on 

the error-correcting code, underpinned by the RRNS, is the 

most promising structure of a distributed fault-tolerant data 

storage system. 

3. Model of a Distributed Backed-Up Data 

Storage Method with Redundancy Based on 

an RRNS  
If storage organizes by a backing up, a particular file is 

divided into fragments (of a single size). Copying is also 

assumed. The recording is carried out on permanent storage 

media. Usually, these are HDDs. The number of copies – the 

replication factor – is a settable parameter. It is defined by 

each local "array" or file. Data regarding the location of 

copies on HDDs shall be stored on the main server. In this 

context, it is the central node. Access to parts of a file, 

which, for objective reasons, requires restoration, is 

coordinated through this node. 

In the DDSS, based on the principle of data partitioning 

(unlike the model of redundant distributed data storage), a 

certain number n of subparts that are recorded on different 

HDDs are formed rather than copies of file parts. Moreover, 

if the user has access to a certain number of k of these 

subparts, if the condition k < n is satisfied, the user can 

restore some parts of the entire file.  

It has already been noted the totality of information 

regarding the location of file fragments on HDDs, regardless 

of their status ("operating", "out of order"), is stored on the 

central node – the main server. It is responsible for 

coordinating access to individual fragments that, for 

objective reasons, require restoration. Here, the numbers n 

(total) and k (total fragments) may differ from each other. It 

is primarily associated with the existing requirements for a 

specific DDSS. 

The fragment sizes in the presented situation are smaller 

than those for files. Moreover, as the backup is made, 

individual copies acquire dimensions similar to those of the 

originals. Due to this, conditional redundancy occurs, but 

the damage to reliability is excluded. In this case, operating 

costs are partially minimized, and resistance to probable 

failures is increased. 

The data partitioning model is denoted as (k, n). The 

calculation systems for the formation of subparts may differ 

due to the peculiarities of the separation scheme used. 

Thus, the peculiarities of RNS and RRNS are that they 

are not positional number systems (PNSs). In it, any value 

A is expressed through a set of k residues by dividing i of 

this value by the value pi, which is part of the set of modules 

(residuals of the base degrees) into which it is divided: 

𝐴 = (𝛼1, 𝛼2, . . . , 𝛼𝑘), 𝛼𝑖 = 𝐴𝑚𝑜𝑑 𝑝𝑖 , 𝑖 = 1,2, . . . , 𝑘. 

The set of bases {р1, р2,..., pk} defines a particular RNS. 

In accordance with the Chinese remainder theorem (CRT), 

such a representation for any value A from the working 

interval [0, Pk] of the representation of numbers in RNS 

(where Pk=р1р2…pk,) can be unique only in a situation 

where all pt values are pairwise coprime. If redundant 

modules pk+1, pk+2, ..., pn are added to the system of 

working bases {р1, р2,..., pk}, and the value А  [0, Pk]  

expands by the remainders from dividing into new modules 

k+1,k+2,...,n, this will result in an RRNS. 
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Fig. 3 A general model of the RNS (RRNS)-based DDSS 

This type of number representation, which allows it to 

be divided into small parts of approximately the same size, 

is compatible with many applications, including those 

intended for DDSS, the RNS (RRNS)-based general model 

of which is shown in Fig. 3. 

Use the following CRT formula to restore the positional 

form of a number based on its Robust Security Network 

(RSN) code: 

𝐴 = |∑ 𝑃𝑖|𝑃𝑖
−1|𝑝𝑖𝛼𝑖

𝑘
𝑖=1 |

𝑝𝑘
, 

Where 𝑃𝑖 =
𝑃𝑘

𝑝𝑖
. 

It is worth noting that (as applicable to the RRNS) the 

bases in the system р1, р2,.., pn must be pairwise coprime. 

Additionally, it is necessary to include A in the interval [0, 

Pk] and exclude it from the interval [[Pk, Р], where 

Р=Pkpk+1pk+2 ... is a complete RRNS interval. 

If the above conditions applied to the complete RRNS 

interval are met, the presence of distortion in the residuals 

of the A value presented in the RNS is detected. To this end, 

it is necessary to restore the value of A based on a complete 

system of RNS bases. In a situation where the final value А* 

 [0, Pk], it should be recognized as correct, which means 

А=А*. Otherwise, when А*Pk, this indicates the occurrence 

of distortion in one or immediately in several bases. 

The performance of each RRNS-based structure is 

determined by how efficient the applied methods for 

converting values from the PNS to RRNS and inverse 

transformation, designed to restore the initial representation 

of the values, will be. 

4. Development of an Algorithm for Selecting a 

Data Separation Scheme Structure, 

Concerning the Data Volume, Requirements 

for the Reliability Level, Including Reliability 

of HDDs of a Distributed Storage System 
The level of the DDSS redundancy can be reflected in 

the redundancy rate, which is understood as the ratio of the 

number of redundant components available to the number of 

working features. This parameter plays an essential role in 

the DDSS design. In addition to maintaining fault tolerance 

at the highest possible level, the system being developed 

must be highly efficient from an economic viewpoint. 

The indicator characterizing the redundancy rate, in 

general terms and terms of distributed systems with data 

partitioning models, can be represented by the following 

expressions respectively: 

𝑅𝑒 𝑑 𝑢𝑛𝑑𝑎𝑛𝑐𝑦 = 𝐼𝐹𝑢𝑙𝑙/𝐼𝑈𝑠𝑒𝑓𝑢𝑙 − 1; 

𝑅𝑒 𝑑 𝑢𝑛𝑑𝑎𝑛𝑐𝑦 ≈ −(1 − (𝑛/𝑘)) ⋅ 100%, 

Where IFull and IUseful are full and useful data volumes, 

respectively; n is the total number of subparts that are 

formed for each specific part; k is the number of subparts 

that are sufficient to restore the entire part. 

The sign "approximately" in the expression is used 

because, regarding a certain set of partitioning models, it is 

irrational to strive to fulfill the condition according to which 

the total bit depth of fragments k for restoring a part must be 

equal to the file bit length. RRNS can be considered the 

simplest example of an exception. Based on the requirement 

that all system modules should be characterized by 

maximum simplicity, the redundancy of some nodes should 

exceed the same for working nodes; it can be said that it is 

necessary to select the optimal coverage of the operating 

range in all aspects in each case. In practice, this problem 

has no solution. 

RRNS modules will overlap the mentioned range 

excessively; however, a minimum excess of the optimal 

value can be achieved with a competent approach. 

Thus, it is evident that the methodology for maintaining 

fault tolerance should ensure redundancy rate minimization 

and achieve an optimal level of reliability. In the case of 

distributed storage with increased fault tolerance, the main 

goal is a minimax multicriteria task, within which two 

groups of indicators define an objective function.  

The first category includes such characteristics as the 

level of the system reliability and fault tolerance, the degree 
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of data availability, the degree of data redundancy, the level 

of performance, etc.; the second category includes 

equipment costs, operating costs, energy consumption, etc. 

The generalized limit criterion for the efficiency of a 

DDSS, which sets the key parameters for specifying the 

structure, can be represented as follows: 

𝑍 = 𝑚𝑖𝑛
𝑦∈𝑌

(𝑚𝑎𝑥
𝑥∈𝑋

𝐹(𝑥, 𝑦)); X = (x1,x2,...,xn), Y = (y1,y2,...,ym). 

Variables x1, x2,..., xn can reflect a number of 

parameters. These are, for example, performance, 

reliability, fault tolerance, and so on. Variables y1, y2,..., ym 

are consumed resources regardless of the sequence number. 

It refers to power, time and so on. 

In a conditionally general case, the structure of a 

distributed system with a partitioning function represents 

schematically, as shown in Fig. 4. 

Here, variable NP is the number of parts obtained as a 

result of file partitioning; n is the total number of subparts 

that forms for each specific part; k is the number of subparts 

that are sufficient to restore the part. 

To conduct analytical studies for choosing the optimal 

parameters of the RRNS structure shown in Fig. 4, it is 

proposed to use such an indicator as the probability of 

failure "on demand" to a request within a certain time, which 

can be defined as follows: 

𝑷𝑭𝑫 = 𝟏 − (∑ (𝑪𝒏
𝒋
⋅ (𝟏 − 𝑨𝑭𝑹)𝒋𝑨𝑭𝑹𝒏−𝒋 ⋅𝒏

𝒋=𝒌

∑ 𝑪𝒋
𝒊(𝟏 − 𝒆𝒓)𝒊𝒆𝒓𝒋−𝒊

𝒋

𝒊=𝒋⌊
𝒋−𝒌

𝟐
⌋

))

𝑪𝑪

, 

Where: 

AFR is the average number of failures of one HDD per year; 

er is a value showing the risk of distortion; 

j – the number of available HDDs with records 

corresponding to specific fragments of the file being 

restored. 

The formula derivation is based on a number of 

provisions: 

- Direct access as a function in the context of storing 

files on hard drives does not necessarily imply recovery. The 

fact is that data can be damaged while the HDD is operating 

in a conditionally standard mode; 

- Distortions can be affected by interference if they 

propagate through communication channels; 

- File recovery is possible if all parts are in order; 

- If the increase in stability is provided by a scheme of 

type (k, n), access to at least k HDDs is required to restore 

the fragment. The mentioned scheme guarantees the 

correctness of the restored data, provided that at least 

(n - k) / 2 fragments are not affected by distortion; 

- It is important to fulfill the condition: the number of 

HDDs with corrupted data should not be greater than the rate 

of errors that can be corrected using undamaged fragments. 

The method developed based on the formula presented 

above makes it possible to select partitioning schemes of 

type (k, n) for files regarding their size and requirements for 

the reliability level and the reliability of the DDSS HDD. 

 
Fig. 4 General scheme of distributed storage using data partitioning (exemplified by RRNS) 
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5. Development of a Modified Direct 

Conversion Method for Organizing a Data 

Partitioning Subsystem 
The process of converting DDSS data in direct form 

(PNS-RRNS) consists of two stages. In the first stage, all 

information is divided into parts of the set volume: b bit.  

In the second stage, each part is automatically 

converted into the RRNS by calculating the residues after 

dividing each part into bases p1,..., pk,pk+1,...,pn. In this case, 

a special partitioning method can be used. However, this 

procedure cannot always be performed by a machine 

method due to its complexity. 

Separate methods for calculating residuals were 

proposed. The partitioning procedure was not applied. The 

method for summing the indicators of the positional number 

became the "basis". The method for summing up the values 

of the digit positions 𝐴 = ∑ 𝐴𝑙𝑁
𝑙𝑘

𝑙=0  ;  0 ≤ 𝐴𝑙 ≤ 𝑁 − 1 

turned out to be the most effective in terms of technology 

and economics. Its notation in the positional system with the 

base taken as N is as follows: 

𝐴 = (∑𝐴1
(𝑖)
𝐵1
(𝑖)
𝑚𝑜𝑑 𝑝1

𝑘

𝑖=0

,∑𝐴2
(𝑖)
𝐵2
(𝑖)
𝑚𝑜𝑑 𝑝2

𝑘

𝑖=0

, . . . ,∑𝐴𝑛
(𝑖)
𝐵𝑛
(𝑖)
𝑚𝑜𝑑 𝑝𝑛

𝑘

𝑖=0

)

Where 𝑁𝑖 = (𝐵1
(𝑖)
, 𝐵2

(𝑖)
, . . . , 𝐵𝑛

(𝑖)
), 𝐴𝑖 = (𝐴1

(𝑖)
, 𝐴2

(𝑖)
, . . . , 𝐴𝑛

(𝑖)
) 

are the degrees of the base Ni and the coefficients Ai in the 

system of residue numbers. 

The peculiarity of the approach is that its "basis" 

involves the application of the principles of tabular 

mathematics [34]. As a result, costs are significantly 

reduced. An additional stage consists of the implementation 

of calculations in advance. Due to the presence of an array 

processor of n (k + N + 1), the conversion is carried out by 

the node with the highest quality and efficiency. However, 

using converters of this kind is associated with high costs.  

This paper proposes a modified, more efficient direct 

summation method. The improvement of the original 

method, based on the results of analytical studies, showed 

that with an increase in the number of digit positions in each 

part into which the initial number partition, the number of 

modulo additions was reduced, which was achieved due to 

a slightly different way of the number representation. 

A variant of the approach to summation in the form of 

a modification provides the efficiency of searching for 

residues from dividing numbers with many-digit positions. 

The method's effectiveness reveals itself when working with 

number systems if the base N is not large. 

Thus, for example, in the case of a binary system, when 

N = 2, a bit binary number with the number of "fragments" 

b can be found as a combination of weighted values 
⌈𝑏/𝑠⌉characterized by the dimension s. The position of each 

fragment has weight 2j. The value in the degree is 0, 5, 25, ..., 
⌈𝑏/𝑠⌉. 

Direct conversion of a binary value to a modular one is 

realized by summing up residues pi. It is necessary to add all 

the bit fragments, considering the weights. Thus, a bit binary 

number with the number of "fragments" b can be written as 

shown below: 

𝐴 = ∑ (∑ 𝑥𝑗⋅𝑠+𝑖2
𝑖𝑠−1

𝑖=0 )2𝑗𝑠
⌈𝑏/𝑠⌉
𝑗=0 , 

Where s is the bit depth; ⌈𝑏/𝑠⌉ – parts (quantity); 𝑥𝑗⋅𝑠+𝑖 is a 

coefficient, usually taken as zero or one. 

Based on the above, a formula is obtained that will be 

used to search for the residue to modulo p: 

|𝐴|𝑝 = |∑ (∑ 𝑥𝑗⋅𝑠+𝑖2
𝑖𝑠−1

𝑖=0 )2𝑗𝑠
⌈𝑏/𝑠⌉
𝑗=0 |

𝑝
=

|∑ (|∑ 𝑥𝑗⋅𝑠+𝑖2
𝑖𝑠−1

𝑖=0 |
𝑝
⋅ |2𝑗𝑠|

𝑝
)

⌈𝑏/𝑠⌉
𝑗=0 |

𝑝
 (1) 

It must be understood that here 𝝎𝒊 = |𝟐𝒋𝒔|
𝒑
 are 

predetermined constants. The residue of the division 

regarding individual parts can be determined independently 

of the others. After that, they are all subject to addition to 

modulo p. This approach achieves a smaller bit depth, 

comparable to the case when one part is considered. 

 

This algorithm is implemented as the following 

sequence of procedures. 

 

At the stage of preliminary calculations, a two-

dimensional table with ⌈𝑏/𝑠⌉ columns is formed. There 

should be 25 lines. Cells with indexes [Aj, j] contain values 

|𝐴𝑗 ⋅ 2
𝑗𝑠|

𝑝
. They must correspond to the different values of 

Aj and j. They change in the following ranges 𝑗 =
0,1, . . . , ⌈𝑏/𝑠⌉ − 1; 𝐴𝑗 = 0,1, . . . , 2𝑠 − 1. Here, Aj is a 

number with s bits. It is equal to the j-th part of the original. 

Thus, it is supposed to store ⌈𝑏/𝑠⌉ ⋅ 2𝑠values. 

 

When determining a number with b bits, cutting into 
⌈𝑏/𝑠⌉ is carried out, while the fragments will have 

dimensions equal to s. If the value of b cannot be divided by 

s without a remainder, s - (b mod s) of the uppermost bits 

(necessarily zero ones) is assigned. After that, the values are 

read from the table. They are used as cell addresses. 

Summation to modulo p is assumed. To do this, it is 

reasonable to apply recursive doubling. It involves the 

pairwise addition of all the values obtained to the modulo 

mentioned. The method provides the distribution of the 

summation of the latter. 
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If the number of added values is not even, the unpaired 

element "leaves" the next layer. The following method can 

be used to add a pair to the modulo mentioned. 

Given the expression (1), A is divided into parts, each 

of which is 5 bits. The addition is efficient if the fragments 

are less than modulus p. This is true for the current situation 

because the tables contain values according to it. The 

implementation of the approach is described in more detail 

below. 

A search for a constant value U is carried out at the 

preliminary calculations stage. Its bit depth is ⌈𝑙𝑜𝑔2 𝑝⌉ + 1. 

The result is as follows: 

𝑈 = 2⌈𝑙𝑜𝑔2 𝑝⌉ − 𝑝. 

The value of S1 is interesting at this stage. The bit depth 

is ⌈𝑙𝑜𝑔2 𝑝⌉ + 1. The output is: 

𝑆1 = 𝐴𝑖 + 𝐴𝑗. 

The case with S2 should be considered. Its bit depth is 

similar to the case for S1. The output is: 

𝑆2 = 𝑆1 + 𝑈. 

When the uppermost bit is zero, the sum of the terms in 

the case of S1 to modulo p will have a positive value. In a 

different situation, everything is different. The uppermost 

bit is excluded. The bit depth, in this case, will be [𝑙𝑜𝑔2 𝑝]. 

Changing the partition parameter s makes it possible to 

find the remainder of the division with different 

characteristics. When it comes to magnification, the number 

of layers to search for the residual part will be less [35,36]. 

It will reveal an increase in the table formed at the stage of 

preliminary calculations. 

6. Development of a Modified Projection 

Method with Maximum Likelihood for Error 

Control When Restoring the Original 

Representation of Quantities 
The process of DDSS Data Reverse Conversion in the 

direct form (PNS-RRNS) consists of two stages. First, the 

received fragments are converted from RRNS to PNS. It is 

supposed to apply methods for detecting and eliminating 

errors. After that, all parts are connected. The classical 

scheme in this context implements all the necessary 

operations. It can be argued that a simplified procedure for 

detecting and eliminating errors is reasonable for 

considering the DDSS peculiarities because, in this case, it 

will be possible to ensure the required performance and 

reduce the level of resource consumption. 

The essence of this simplification is the rejection of the 

error correction procedure provided for in the classical 

scheme. When unloading data from DDSS, it is possible to 

restore the required files by the residues, characterized by 

the absence of errors, using localization procedures. In post-

processing, the representation in RRNS will take place. 

Thus, the old data with errors will replace the correct ones. 

 
Fig. 5 Schemes of the maximum likelihood projection method (left) and the proposed modification based on the application of the approximate 

method (right) 
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In a distributed system, error localization and data 

recovery can be implemented by applying correction under 

the condition of a marginal level of likelihood. However, 

there is computational complexity in this case. Hardware 

costs are on the rise. It is proposed to use a more efficient 

modified version of the algorithm shown in Fig. 5. Its 

essence lies in the approximate calculation of projections 

and the use of a numerical method to determine the 

Hamming distance. 

7. Results and Discussion 
The research aimed to develop novel mathematical 

models and algorithms based on known alternative 

technologies, which allow for efficient implementation, of 

the essential components of DDSS, the use of which will 

improve system fault tolerance using controlled 

redundancy. 

The essential components of any DDSS are algorithms 

and methods for representing input data in a distributed 

form, ensuring their storage and access to them, and reverse 

recovery of distributed data. Depending on the fault-

tolerance mechanisms used, the ways of implementing all 

these components may be different. 

Among the approaches used in practice, the most 

widely used methods are data replication (creation of 

backup copies), data separation algorithms, error correcting 

codes, erasure codes, etc. The features of each method 

directly influence the cost and the level of complexity of the 

developed system. 

In the process of studies conducted within the 

framework of the research purpose, it was shown that the 

DDSS, which is based on the operation of error-correcting 

code, underpinned with the RRNS, is the most promising 

structure for a distributed fault-tolerant storage system. The 

results of the analysis of other traditional ways of organizing 

DDSS, some of which are illustrated in Fig. 6 and 7, 

confirmed the validity of this solution.  

Thus, the advantage of replication is the guarantee of 

full accessibility and integrity of stored information. But this 

easiest way to create backup data is associated with 

increased redundancy of DDSS and rather high storage 

costs. Data partitioning algorithms are associated with the 

expenditure of significant computing resources and a wide 

spectrum of error-correcting codes. Erasure codes are also 

characterized by increased complexity. Although, due to the 

existing methods for simplifying their implementation, 

DDSS, which is based on this method for maintaining 

increased fault tolerance, is one of the most effective from 

technical and economic viewpoints. 

Another significant disadvantage of all methods listed 

above is their low performance when it is necessary to 

process data in a distributed form and ensure the safety and 

security of stored information from leaks. The most 

promising solution to this problem is using multifunctional 

error-correcting codes compatible, particularly with 

arithmetic coding. These possibilities are inherent in RNS 

and RRNS-based codes, which have found application as a 

non-positional notation and intend for organizing 

computational operations with data that exists in a 

distributed form. 

 
Fig. 6 Probability of failure of distributed storage system based on 

redundant RNS of type (2, 6) at error probability er = 0.001, after T0 

= 8766 hours 

 

 

 

 
Fig. 7 Probability of failure of distributed storage systems using triple 

redundancy and type (2, 6) partitioning scheme at er = 0.001, T0 = 

8766 hours. (a) AFR = 0.01. (b) AFR = 0.05. (c) AFR = 0.1. 
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Among other things, RRNS can detect arithmetic 

processing errors caused by problems such as device noise, 

manufacturing defects, or changes in device operation. 

However, its obvious disadvantage is the need for a large 

computational time in the error-detecting and correcting 

processes. A similar problem is explained by the presence 

of iterative calculations required in the sequential 

determination of the erroneous digits of the residue. 

Based on the previous, it can be concluded that it is 

advisable to improve methods for detecting and correcting 

errors and tools for improving fault tolerance and reliability. 

In this case, fault-tolerant algorithms for detecting errors 

and recovering correct data using their direct and inverse 

transformation in distributed systems with modular 

arithmetic should be considered the most promising vector 

of such development.  

The use of effective methods from the viewpoint of 

hardware costs is a way to solve the presented problem: to 

implement changes in the images of distribution subsystems 

and projections with a maximum level of likelihood to 

monitor errors in the restoration of "a priori" forms of 

certain parameters. 

8. Conclusion 
Technologies that allow for distributed data storage 

organization are increasingly mastered to increase the fault 

tolerance of storage systems for ever-increasing volumes of 

information in various areas of human activity. 

The work done allows us to state that many advanced 

approaches ensuring the stability of distributed systems to 

failures assume the formation of redundancy. There is 

complexity. However, data backup seems to be optimal. It 

should be understood that erasure codes are the most 

complex option in the algorithmic aspect. Correcting codes 

is an alternative in both cases. The DDSS, based on the 

operation of error-correcting code underpinned with the 

RRNS, is the most promising structure for a distributed 

fault-tolerant storage system. 

It has been analytically proven that the projection 

method with the maximum level of likelihood is optimal in 

this context. However, this method has a high computational 

complexity, which can significantly affect the hardware 

costs and DDSS performance. It is proposed to use a more 

efficient modified version of this method, which implements 

an approximate calculation of projections, and applies a 

numerical method to determine the Hamming distance. 

Considering that a specific error in a particular DDSS 

element can provoke an incorrect recovery result, it can be 

said that it is reasonable to improve methods for finding, 

localizing and eliminating errors. It is essential because, in 

the current environment, any application's use of data in 

DDSS results in delays against the background of existing 

approaches. 

The experience of advanced countries shows that 

RRNS improves fault tolerance and reduces storage 

redundancy. However, simultaneously, one should note the 

insufficiently intensive development of collaborative 

technologies with high efficiency for error correction, the 

use of RRNS, and artificial neural networks. 
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