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Abstract - Understanding the behaviors of wireless networks and monitoring network flows are critical to network 

performance. This research combined unsupervised and supervised learning methods to develop a hybrid model for 

forecasting QoS in multi-channel wireless networks based on network traffic data. K-means clustering techniques were 

employed in the model to detect similarity in the aggregated collected data and label the dataset. The findings suggest that 

two is the optimal number of classes. The classified dataset was then fed into various machine learning classifiers, with the 

Decision Tree approach outperforming the others with a 0.971 accuracy. As a result, the Decision Tree algorithm was found 

to be the most effective method of forecasting QoS in multi-channel wireless networks. 
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1. Introduction  
Wireless networks serve an important role in daily 

lives, such as education, payment, and entertainment, 

allowing us to live comfortably. Furthermore, the four 

industrial revolutions, particularly the Internet, smart 

devices, and IoT (Internet of Things) [1] applications, have 

increased the need to deliver a good quality of services 

(QoS) [2] to clients. As a result, understanding network 

behavior has recently been a target of concerted research.  

 

A variety of factors have an impact on network 

performance. Monitoring network traffic and analyzing 

performance is a complicated process. As the complexity of 

networks grows, network monitoring becomes increasingly 

difficult. Furthermore, wireless networks are the mediums 

shared between network devices, affecting network 

performance. As a result, as the number of dropped packets 

increases, network performance will become less 

satisfactory [3]. Because the networks will be congested and 

the signals will interfere with each other [4], particularly for 

video streaming applications that require a high data rate 

and are time-sensitive. One way is using a multi-channel 

approach to improve network performance in terms of 

throughput [5]. 

The primary goal of this research is to better understand 

wireless network behavior by identifying patterns in data 

and predicting risk factors that affect the quality of services 

provided by wireless networks. The following are the 

paper’s targets of study: 

 

- Data collection: The dataset for this study was gathered 

using the Network Simulator to perform wireless 

network scenarios (NS). 

- Clustering: Clustering is an unsupervised learning 

method for identifying different traffic clusters based 

on dataset similarity.  

- Feature selection: The feature selection approach was 

used to reduce irrelevant attributes in the dataset by 

using the filter selection method and discovering 

correlations between the attributes. Reduced attributes 

lead to  

higher-quality data, which improves the quality of 

machine learning algorithms.  

- Classifications: Four machine learning algorithms are 

used to help anticipate the aspects that affect network 

performance. They will assist professionals in planning 

and deploying networks and provide good QoS in 

wireless networks.  

 

The following is a breakdown of the paper's structure. 

The paper's second section discusses related work that 

employs machine learning to improve network performance. 

The research approach is introduced in Section 3. The 

experimental data and their interpretation are presented in 

Section 4. Finally, Section 5 concludes with a discussion of 

future work. 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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2. Related Works 
Machine learning methods have been considered for 

increasing network performance in wireless networks, either 

by predicting performance or finding ideal settings. One 

study [6] tried to predict throughput and latency using a 

neural network (NN) with MAC layer parameters as input 

data. Another study used a Decision Tree model to choose 

the appropriate MAC protocol for a certain application [7]. 

Qiao et al. [8] examined the accuracy of different algorithms 

such as Naïve Bayes (NB), Random Forest (RF), decision 

trees, and SMO [9] to select between DCF and TDMA 

protocols in dynamic networks.  

 

On the other hand, machine learning tools can 

anticipate connection quality based on physical parameters 

and enhance routing [10]. The authors in [11] used machine 

learning approaches to predict the packet loss rate in 

wireless sensor networks. Another study [12] used average 

user throughput, number of active users, and channel quality 

metrics to estimate the quality of experience in cellular 

networks using the NN approach.  

Applying supervised learning to network traffic is not 

always feasible, so another machine learning method that is 

used is unsupervised learning. Because the training data in 

unsupervised learning is not labeled, some machine learning 

algorithms rely on discovering similarities and patterns to 

cluster the data. Liu et al. [13] utilized a K-Means method 

with unsupervised data using TCP flows. Another study 

[14] clustered the data and found the optimal number of 

clusters by applying the Expectation-Maximization (EM) 

algorithm. 

 

3. Hybrid Machine Learning Models 
This section discusses the strategies that were utilized 

to forecast QoS. The method flowchart is shown in fig. 1, 

and the following subsections discuss the model in depth.  
 

 
Fig. 1 Hybrid machine learning models flowchart 

3.1. Data Collection  

The dataset used in this study was gained from the ns-2 

network simulator [15]. The following procedures were 

used to generate the dataset: the network topology was 

generated randomly with 40 nodes, and then the network 

was simulated for a fixed period. The trace files were 

analyzed using the AWK tool. The network simulation was 

run 700 times in this study, and the findings were gathered 

and used as input to machine learning algorithms. Table 1 

shows the dataset attributes.  

 
Table 1. Dataset attributes 

Attributes  Description  

A1 Total received packet size  

A2 Total throughput (kbps)  

A3 Average throughput (kbps)  

A4 Flow1 throughput (kbps)  

A5 Flow2 throughput (kbps)  

A6 Flow3 throughput (kbps)  

A7 Flow4 throughput (kbps)  

A8 Flow transmission rate (Mbps)  

A9 The end time for simulation (s)  

A10 Number of dropped packet flow 1  

A11 Number of dropped packet flow 2  

A12 Number of dropped packet flow 3  

A13 Number of dropped packet flow 4  

A14 Packet loss ratio 

A15 Total number of sending packets  

A16 Total number of receiving packets  

A17 Packet delivery ratio  

 

3.2. Preprocessing  

The preprocessing stage is critical for cleaning and 

preparing the dataset for use as input to the classification 

algorithm. This model used two preprocessing methods: the 

clustering algorithm for labeling the data set and 

standardization.  

 

3.2.1. K-means  

The K-means technique separates data into K clusters 

based on similarity [16]. It is one of the oldest and most 

efficient clustering algorithms. The Euclidean metric from 

each sample to the cluster point is calculated, and each 

cluster has a center point MK. Each cluster has a center 

point, which is used to calculate the Euclidean metric from 

each sample to the cluster point. The sample is then 

assigned to the cluster with the shortest distance between it 

and the cluster center. One of the advantages of the K-

means algorithm is that it allows the number of K clusters 

that must be pre-selected. The Silhouette Coefficient (SC), 

which assesses how similar a point is to its cluster relative 

to other clusters, is used in this study to determine the 

appropriate K. Because the SC ranges from –1 to 1, the SC 
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that is closest to 1 indicates a superior clustering outcome 

[17].  

 

3.2.2. Standardization 

Another important process in data preprocessing is 

standardization, which gives equal weight to all dataset 

attributes. One of the most widely used standardization 

techniques is the mean [18] applied in this study.  

 

3.3. Features Selection  

Selecting the relevant attributes from the dataset is a 

vital step in the machine learning process. There are various 

techniques for feature selection. One common method is 

filtering, which was applied in this study. The filtering 

method assigns a score to each attribute based on the 

relationship between the features and the target variable. 

Only features in the dataset with higher K scores are 

considered [19].  

 

3.4. Classifiers  

During this phase, the following four machine learning 

classification techniques were considered:  

 

3.4.1. Support Vector Machine (SVM) 

The SVM is one of the promising classifiers for the 

supervised machine learning algorithm. The classification 

method in the SVM is based on statistical learning theory 

and generates a hyperplane to classify data points. In 

addition, the SVM is the most robust and exact 

classification technique [20].  

 

3.4.2. Decision Tree (DT) 

Another common machine learning method in 

supervised learning algorithms is the Decision Tree (DT), 

which studies classification and regression issues. The main 

idea behind the DT algorithm is that class prediction is 

based on the understanding of training data [21]. 

 

3.4.3. K-nearest neighbors (KNN) 

In machine learning, KNN is one of the most 

fundamental classification methods. It assigns points to the 

dataset among N neighbors. Classification decisions are 

based on the computed distance between the closest data 

points to the samples [22].  

 

3.4.4. Artificial neural network (ANN) 

The ANN algorithm works by simulating the natural 

process of learning. The ANN structure is separated into 

layers with many nodes. The ANN structure is divided into 

layers, each with many nodes. Data is transformed from the 

input to the output layer [23,27].  

 

3.5. Performance Evaluation  

There are various measurement metrics and accuracy, 

precision, and recall [24,25] to consider when evaluating the 

performance of different machine learning algorithms.  

4. Results and Discussion  
Using Anaconda Navigator [26], machine learning 

models were implemented and examined in Python 3.8. The 

models' performance was evaluated using measurement 

variables such as accuracy, precision, and sensitivity. It was 

done using several machine learning classifiers and 

clustering approaches to predict QoS and risk indicators in 

wireless networks. This section explains how to use a 

correlation-based features selection method to find the most 

significant characteristics in a dataset, how to use clustering 

results to label the dataset, and how to use a classification 

technique to create a prediction model.  

 

Pearson’s correlation coefficients of dataset variables 

were screened to find highly associated variables in wireless 

networks. Correlations between dataset features are depicted 

as a heat map. The linear relationship between variables was 

described as follows: r = 0.01–1.0 shows a positive 

correlation (1.0 is a strong positive correlation), and r< 0 

indicates a negative correlation (with –1.0 considered a 

strong negative correlation). Fig. 2 shows the study results 

as a heat map with correlation coefficient threshold values 

for a positive correlation, r = 0.5, and for a negative 

correlation, r = 0.5. A large number of missed packets 

resulted in a substantial negative correlation of r = –0.8 in 

the packet delivery ratio, lowering network throughput and 

decreasing the QoS. Furthermore, there is a strong positive 

correlation between the total number of sending packets and 

the packet loss ratio, implying that when it comes to 

improving QoS, the flow data should be carefully chosen to 

avoid link congestion and increase network throughput. 

 

 
Fig. 2 Heatmap illustrating the features correlations 

Clustering is a common way to study unsupervised 

learning, with many different clustering techniques. 

Clustering was used in this study to predict the class of raw 

data in the dataset based on similarity. The K-means 

approach was used to cluster the dataset, and SC determined 
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that the best number of classes is two, as shown in fig. 3. 

The findings from this stage were used to label the dataset 

and prepare it for classifier input.  

 
Fig.  3 Optimum number of classes in the K-means clustering 

algorithm. 

Fig. 4 and Table 2 show the performance of different 

classifiers used in machine learning: Decision Tree, Nave 

Bayes, and Vector Machine (SVM), K-Nearest Neighbors 

(KNN), and Artificial Neural Network (ANN). The system 

is tested to see if it works properly during the validation 

phase; the models were tested using the train-test split 

method. The model was trained with 70% of the dataset, and 

the remaining data were used for testing. Therefore, the 

results show the Decision Tree achieved high accuracy, 

precision, and sensitivity: 0.971,0.972, and 0.986, 

respectively. In comparison to other algorithms, the SVM 

classifiers produced the worst results. Consequently, as 

shown in fig. 4 and table2, the Decision Tree algorithm is 

the best algorithm for predicting QoS and risk factors on 

wireless network performance. 
 

 
Fig. 4 Classifier performance results 

 

Table 2. Evaluation parameters of different classifiers models 

Predictive 

Models  

Accuracy  Precision  Sensitivity  

SVM  0.942  0.971 0.944  

Decision Tree  0.971 0.972 0.986  

Naive Bayes  0.961 0.972 0.972  

KNN 0.961 0.972 0.972  

ANN 0.961 0.971 0.961  

 

5. Conclusion 
Optimizing wireless network performance is a key part 

of QoS and ensures that customers are satisfied with the 

services they receive. The number of dropped packets, for 

example, is one aspect that affects network performance. 

Machine learning methods were used in this study to 

comprehend network behavior better. The K-means 

approach was utilized to label the data and serve as input for 

the classifiers due to the nature of the acquired data, which 

is unsupervised learning. Out of five classification 

algorithms tested, the results showed that DT is the best 

classifier to use in forecasting the quality of service in 

multi-channel wireless networks. In the future, machine 

learning techniques should be utilized to predict the best 

routing algorithms for different network scenarios to 

improve network performance. 
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