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Abstract - Task scheduling is the most recent networking technology in cloud computing. Among various technologies, the 

concept of Virtualization, dynamic sharing, delivering quality service, and load balancing are some of the most attractive ones 

that require high attention. While scheduling tasks and sharing applications, the most important challenge is to minimize 

execution time while maintaining the quality of service in terms of Service Level Agreement (SLA) and energy consumption. In 

the present paper, the authors proposed a Cuckoo Search Optimization to improve the local search strategy and schedule 

tasks in the cloud computing environment. This iterative search mechanism integrated efficient task scheduling with the neural 

architecture to achieve secure scheduling. The simulation analysis performed up to 1000 tasks for 100 user requests in terms 

of SLA violation, and energy consumption demonstrated the effectiveness of the proposed CS optimized, secure scheduling. 

Keywords  - Cloud Computing, Cuckoo Search, Modified Best Fit Decreasing, Neural Network, Scheduling. 
 

1. Introduction  
Cloud computing is a growing concern due to its 

customers' wide range of services. It is a distributed system 

in which various devices are interconnected to utilize the 

resources provided by the service provider [1]. Energy 

efficiency plays a paramount role in such systems, and wider 

energy usage has led to the rise in cost and consumption for 

small, medium, and large-scale data centers. Consequently, 

Virtualization is an enabling technology that allows running 

the number of virtual machines (VM) on one physical 

machine (PM). VM is a middleware abstraction that 

separates the operating system from the physical 

infrastructure. 

 

Additionally, the VM kernel is responsible for creating, 

running, and managing the multiple VMs on a pool of PM, as 

shown in Fig. 1. It is also called a scheduler that controls and 

manages the VM access to the PM. In the case of planned 

maintenance, one requires maintenance of software and 

hardware to update the important applications while VMs are 

not working, which avoids the system downtime. In case of a 

consolidation, VMs migrated on PMs having light load to 

avoid the hot-spot problem. 

1.1. VM SCHEDULING  

In a virtual environment, VM scheduling is a most 

challenging task [2] [3]. VM scheduling may be static or 

dynamic, depending upon the utilization of resources. 

Specifically, there are two major scheduling phases to 

allocate the resources in the cloud environment under the 

dynamic environment.  

1. Allocation of Physical Resources (Infrastructure level) 

2. Allocation of Virtual Resources (Application level) 

In the first phase, resource allocation mainly depends 

upon the placement of the VM in the first attempt or 

changing its place, also termed as VM migration, as per 

available resources. During the first start-up time, the VM is 

allocated to the selected PM, and required resources are 

provided. In the later phase, changing or modification of VM 

takes place from one PM to another using the migration 

techniques. In the past, cloud computing practitioners have 

applied several migration techniques to place VM [4] 

efficiently.  

 

Two types of migrations are usually observed. Live 

migration allows VM movement from one to another PM 

within the cloud system transparently while VMs are 

working [5] [6]. This technique provides various benefits, 

including load balancing, planned maintenance, and 

consolidation. In the case of load balancing, the resource 

utilization must be balanced during the migration process by 

avoiding hot-spot PMs while the system is working. In the 

case of planned maintenance, one requires maintenance of 

software and hardware to update the important applications 

while VMs are not working, which avoids the system 

downtime. In case of a consolidation, VMs migrated on PMs 

having light load to avoid the hot-spot problem and efficient 

utilization of resources [7].  
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                                     Fig. 1 Virtualization 

 

Generally, there are different perspectives for the 

placement of VM to detect the PM for efficient VM 

migration. Some heuristics such as Best Fit Decreasing 

(BFD), First Fit Decreasing (FFD), Worst Fit Decreasing 

(WFD), and meta-heuristic techniques Particle Swarm 

Optimization (PSO), Cuckoo Search (CS), Artificial Bee 

Colony (ABC), and many more had been proposed in the 

literature for the efficient placement [8]-[10]. Reference [1] 

proposed the Modified Best Fit Decreasing (MBFD) 

algorithm for VM migration. The technique includes sorting 

VMs in decreasing order based on the current utilization of 

the CPU. Moreover, PM is allocated by a VM that shows the 

least use of power incurred due to reallocation. Such a 

heuristic technique is a part of the greedy algorithm that 

optimizes the VMs allocation but is limited to acquiring the 

optimal global solution. Therefore, researchers focused on 

power-aware and energy-aware techniques that control the 

power consumption and detect the underutilized PMs for 

balanced migration of VMs to achieve optimal solutions [11] 

[12].  
 

Fig. 2 VM placement and migration techniques using different 

methods 

However, power techniques in conjunction with the 

optimization technique had been tested for VM placement 

[13]. However, these techniques cannot balance the resources 

that ensure minimum wastage of resources and power 

consumption. Such an imbalance may augment the problem 
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of resource wastage due to the use of a multi-dimensional 

resource. Therefore, developing a new VM scheduling and 

migration model is crucial to avoid the imbalance [14] [15].  

 

Additionally, the main aim of this paper is to develop a 

secure scheduling algorithm using the metaheuristic 

technique. The study includes the Modified Best Fit 

Decreasing algorithm (MBFD) algorithm integrated with the 

Artificial Neural Network (ANN) classifier and further 

optimized using the Cuckoo Search technique. MBFD 

technique has been modified to avoid the limitation of the 

previous technique, and ANN classifier is used to avoid the 

problem of local optima but reallocation concept complex for 

some locations. Additionally, the CS technique has gained 

wide attention due to its fast convergence and fewer 

parameters in the real cloud environment [16]. 

1.2. Organization of Paper 
The paper is organized as follows: part 1 introduces 

the VM scheduling and migration techniques in which the 

concept of Virtualization has been explained widely. The 

second part highlights the related work in which techniques 

used by the researchers and cloud service providers to solve 

the scheduling problem are highlighted. The third part 

highlights the methodology section in which VM scheduling 

using the MBFD and ANN has been defined well. The 

proposed technique is optimized using the CS algorithm to 

achieve the optimal solution. The next part demonstrates the 

results and discussion in which performance metrics have 

been defined and computed. Further, the proposed approach 

is compared with the existing study to validate the results. 

Finally, the paper is concluded in the last section. 

2. Literature Review 
In the past, researchers focussed on solving the 

scheduling problem using several optimizations and greedy 

algorithms [17]. Metaheuristic techniques have gotten wide 

attention in solving the combinatorial and VMs reallocation 

problem.  

 

Reference [7] fostered a powerful energy-effective 

migration and VM consolidation technique. The study is 

based on developing an energy-efficient model that can limit 

energy utilization with ensured QoS. The authors proposed a 

strategy for a two-fold limit with usage to set off the 

movement of VMs. The Modified PSO (MPSO) strategy was 

used to solidify VMs so that they won’t get stuck in nearby 

optima that have been an existing imperfection in most 

customary heuristic computations. The implemented 

technique compared with the well-known conventional 

heuristic method MBFD and calculation shows that physical 

nodes and VM migrations reduce, thus providing better 

energy effectiveness for distributed computing. The results 

show that MPSO had more load balance degrees than the 

MBFD technique.  

 

However, Reference [18] focused on distributed 

computing, a combination of physical and virtualized 

resources for the clients. Fundamentally, better execution had 

been accomplished in task scheduling, organization, and 

optimization. This paper used the CS and Harmony Search 

(HS) algorithm to work on the scheduling problem. These 

two techniques were successfully consolidated to perform 

intelligent operations. The function integrated energy 

consumption, credit, and memory usage as indicated. At last, 

the outcomes of the proposed CHSA technique achieve the 

least expensive, least memory use, least energy utilization, 

and least pay in contrast to existing techniques.  

 

Reference [19] discussed more than two techniques for 

dynamic host controller decision, Virtual affirmation and 

secure virtual improvement. A procedure developed an 

incredibly able handling condition for appropriate figuring 

wherein clients or various tenants are required from two or 

three sources. Through this model, the authors lined the 

overall response time (QoS) that should be insignificant. 

Further, this proposed set of rules has been assessed on the 

CloudSim test structure. The simulation outcomes show that 

the work could overcome the problems of existing 

methodologies. Reference [20] presented two algorithms for 

Scheduling and an Adaptive WFD VM Placement technique. 

The proposed work disseminated the resources with 

negligible power, memory, and request processing time. The 

former algorithm manages the collocated VMs that share the 

memory on the same machine. Then, this paper limits the 

number of relocations among the framework and power-

saving, thus decreasing the power utilization VM migrations 

and performance degradation in the cloud framework by 

28.1%, 57.77%, and 57.1%, respectively.  

 

Reference [21] presented the VM allocation method 

using the enhanced-MBFD (E-MBFD) algorithm. The 

experimental results were the cross-approval of VMs 

allocated on PMs using the ANN classifier. Likewise, the 

proposed strategy was carried out to analyze the misleading 

allocations due to resource wastage. The experimental 

outcome shows that the proposed strategy improved 

regarding limited power utilized and fewer SLA violations in 

contrast to existing techniques. Reference [22] used the ANN 

classifier to optimize the resource wastage problem focussing 

on VM scheduling. The study estimates the future 

availability of data and resources and minimizes the VM 

migration. Moreover, the processing time taken by the data 

centers is also reduced with minimum response time to the 

users. Thus, VM migration was minimized with scalable and 

elastic solutions.  

 

Reference [23] was focused on energy effectiveness 

using Virtualization to deal with resource usage problems. 

The heuristic and the metaheuristic-based, as described 

above unable to obtain the optimal global solutions. 

Researchers proposed a bio-inspired Frog leaping algorithm 
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to revamp the total execution time, the number of 

relocations, and energy utilization than the past work based 

on the PSO technique. The outcomes show that the 

simulation time reduction compared to PSO was 17.8%. 

Reference [24] proposed an ABC with Simulated Annealing 

(ABC-SA) based technique for efficient scheduling as per the 

priority of task size and request. This ABC-SA-based 

approach could revamp the efficiency with minimum 

searching time for VM placement. ABC-SA was executed 

and tested in the CloudSim environment, and the outcomes 

were further evaluated.  
 

In recent times, one more research study has designed a 

scheduling policy that integrated the strengths of Heuristic 

Scheduling and Neural Network architecture. In the process, 

reinforcement learning was used to train the model. The 

analysis comprised a comparison against various 

optimization solvers and related policies. The parameters 

such as latency, execution time, and error were used to 

evaluate the work involved in the resource scheduling [Chen 

et al. 2022]. [25] 
 

In another approach, the limitations such as slow 

convergence and high computation complexities of some 

swam optimizations were considered. In the light of such 

deficiencies, scheduling optimization was proposed using a 

combination of Particle Swarm Optimization and standard 

Whale Optimization. Finally, work exhibited a discrete 

resource allocation exhibiting a reduction of makespan up to 

18% and 24% in addition to a reduction of energy 

consumption [Chhabra, 2022].[26] 

 

A task scheduling was proposed that was based on the 

concept of a decision tree. The work also involved a 

comparative study conducted among existing algorithms. 

The simulation analysis showed that the designed tree-based 

algorithm improved resource allocation with significant load 

balancing. However, the evaluation did not consider power 

consumption and scalability parameters [Mahmoud, 

2022].[29] 

 

The state of techniques has been discussed, and it is 

analyzed that the conventional heuristic techniques cannot 

acquire the optimal solutions. Moreover, optimization 

techniques have been used in the literature, unable to balance 

the resources and scheduling problems.    

3. Research Methodology 
In the proposed work, the author had integrated CS as an 

optimization approach to identify the most suitable VMs that 

could be used for performing task scheduling in the existing 

cloud computing architecture. This information, together 

with the security level, is obtained using a neural network for 

final task scheduling. The performance of the designed 

optimization-based scheduling is analyzed for SLA, energy 

consumption, and observed delay.  

3.1. The proposed technique using the MBFD 

The resource analysis is the major activity that is 

performed before task scheduling. The proposed work 

initially implements MBFD for the tasks based on the energy 

constraints of the individual tasks. In case there are multiple 

outcomes based on one parameter, other parameters such as 

RAM and CPU utilization are also considered. The 

algorithmic steps of MBFD involved in the proposed work 

are as follows: 

 

A  

1.  

       
2.  
3.  

4.  

5.  

6.  

7.  

8.  

9.  

10.  

11.  

12.  
13.  

14.  

15.  

16.  

17.  
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In the next step, the data management is performed more 

wisely. The integration of the CS algorithm is done to obtain 

a sorted form of the data that is based on the energy 

requirement. 

3.2. Cuckoo Search (CS) Optimization 

It is a meta-heuristic technique based on the brood 

parasitism demonstrated by the cuckoo. It was initially 

explored by the researchers [28]. The sorted tasks are now 

re-analyzed for various parametric constraints, and an 

optimal priority list is designed based on the proficiency of 

cuckoos. This optimization has presented attractive solutions 

to numerous real-world applications. It exploits the 

upbringing behavior of cuckoos, i.e., laying color-pattern 

imitated eggs in other birds’ nests. Here every single egg in 

the nest represents a solution, while the egg symbolizes a 

new potential solution.  

Algorithm 2: Cuckoo Search (CS) Optimization 

1. Input:  // sorted task priority list obtained 

using MBFD  

2. Initialize CS parameters 

        // number of eggs symbolizing the property of      

sensor nodes  

       // other eggs 

3.   //length of optimized 

training data 

4. Initialize variable: 

5.   //initialize optimized training data 

variable  

6.  

7.  // representing selected 

 from  

8.   // representing 
 

9. ,  

10.  

11. ,  

12.  

13.   //optimized task data 

The above CS algorithm re-analyses the sorted tasks 

using its search mechanisms. This algorithm provides two 

types of task data. The “False” category represents one that 

needs a schedule, and the other that does not require the 

“True” category represents scheduling. Based on this 

information, two category data are passed to the neural 

network for training and predicting task scheduling. In other 

words, this information is then fed to the neural network for 

training and classification of tasks to avoid over-utilization 

and under-utilization scenarios.  The steps used for the 

training and classifying of the tasks are given below. 

 

Algorithm 3: Neural Network Architecture 

1. Input:  // category of task data 

        //optimized task data 

2. Initialize Neural Network Parameters  

       // epochs count 

       // iteration or simulation rounds 

        // neuron count 

3.  
4.  
5.  
6.  

7. If (  

8. Assign  // over utilized  

9. If (  

10. Assign // under utilized  

11. Else 

12. Assign  // representing 

optimal utilization 

13.  

14.  

15.  

16.  

17. 
 

18.  with a  

19. 

 

The above neural network functions to identify the 

resource utilization status of VMs to which the task is 

scheduled. It first trains the system based on the optimized 

task scheduling data obtained with the implementation of 

MBFD followed by CS. The appropriate hosts were 

identified using the CS algorithm. This information is 

validated using a neural network so that the task is not 

assigned to an over-utilized host.  

 

4. Results and Discussion 
The performance of the proposed CS-optimized task 

scheduling algorithm is evaluated in terms of the number of 

SLA violations and energy consumption. 
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Table 1. Comparative Analysis of SLA violation using the proposed 

methodology and existing technique 

Number 

of User 

Requests 

MBFD 

+ NN 

Proposed 

MBFD + 

CS + NN 

Nashaat et 

al [20]  

Shalu & 

Singh 

[21] 

10 0.00004 0.00002 0.000034 0.000028 

20 0.00005 0.00004 0.000057 0.000046 

40 0.00006 0.00005 0.0000684 0.000057 

60 0.00006 0.000054 0.00007638 0.000059 

80 0.000075 0.000063 0.0000855 0.000067 

100 0.00009 0.00007 0.0001026 0.000078 

 

The given table 1 depicts the comparative analysis of the 

proposed methodology with the existing techniques. The 

outcomes show that as there is an increase in the number of 

user requests, the number of SLA violations also increases. 

The proposed technique using the MBFD+CS+NN shows 

less number of violations for 10 requests while it is 0.000034 

and 0.000028 using the existing technique [20] and [21], 

respectively. However, the technique with MBFD+NN 

shows 0.00004 violations of requests for 10 users. 

Consequently, the SLA violation for 40 users is 0.00005 and 

0.00006 using MBFD+NN and the proposed methodology. 

The violation using the existing technique [20] and [21] is 

0.00006 and 0.00005, respectively, for the same number of 

users.   

 

Thus, it is clear that when the user request increases to 

100, the SLA violation also increases, and it approaches 

0.00009 and 0.00007 using the MBFD+NN and the proposed 

technique, respectively. However, the SLA violation for 100 

requests using the [20] is 0.00010, and [21] is 0.000078. The 

average value obtained using the proposed technique is 

0.00004, while using the MBFD+NN is 0.000062. Thus, the 

proposed technique outperforms the existing techniques. 

 
Fig. 3 SLA improvement analysis using the proposed over the existing 

techniques 

 

Fig. 3 shows the improvement analysis of the proposed 

methodology over the existing techniques [20] and [21]. The 

proposed technique over the  [21] for 20,40,60, and 80 has 

been improved by 13%, 12%, 8.4%, and 6%. The analysis 

results show that the proposed technique has improved by 

41% and 28% compared to [20] and [21], respectively, for 10 

requests. However, the number of user requests for 20, 40, 

60, and 80 has been improved using the proposed 

methodology over the [20] is 29%, 27%, 21%, and 26%.  

Similarly, as the number of requests approaches 100, the 

SLA violation over the [20] has been improved by 31% and 

[21] by 10%. 

Table 2 compares the proposed methodology's 

comparative analysis with the existing techniques. It is clear 

that as the number of user requests increases, the energy 

consumed by the user also increases. The proposed technique 

shows minimum energy consumption in comparison to 

MBFD + NN approach and existing technique. The outcomes 

show that energy consumption also increases with the 

number of user requests. 

 
Table 2. Comparative Analysis of Energy Consumption using the 

proposed methodology and the existing technique 

Number 

of User 

Requests 

MBFD 

+ NN 

(kWh) 

Proposed 

MBFD + 

CS + NN 

(kWh) 

Nashaat 

et al 

[20]  

Shalu & 

Singh 

[21] 

10 32.41 19.41 34.6787 25.485 

20 43.45 25.74 46.4915 29.648 

40 49.37 29.84 52.8259 31.842 

60 51.98 30.11 55.6186 35.845 

80 53.14 33.32 56.8598 41.842 

100 56.32 35.78 60.2624 43.235 

 

The proposed technique using the MBFD+CS+NN 

shows minimum energy consumption for 10 requests while it 

is 34.6 kWh and 25.64 kWh using the existing technique [20] 

and [21], respectively. However, the technique with 

MBFD+NN shows 32.41 kWh energy consumed as some 10 

user requests. Consequently, the energy consumption for 40 

users is 49.37 kWh and 29.8 kWh using the MBFD+NN and 

the proposed methodology. The energy consumption using 

the existing technique [20] and [21] is 52.8 kWh and 31.8 

kWh, respectively, for the same number of users.   

 

Thus, it is clear that as the number of users requests 

increases to 80, then the energy consumption by users also 

increases, and it approaches 53.14 kWh and 33.32 kWh 

using the MBFD+NN and the proposed technique, 

respectively. However, the energy consumption for 100 

requests using the [20] is 60.26 kWh, and [21] is 43.23 kWh. 

The average value of energy consumption using the proposed 
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approach is 29 kWh. However, the energy consumption 

using the MBFD + NN is 47 kWh. Thus, the proposed 

technique outperforms the existing techniques. 

 

Fig. 4 shows the energy consumption improvement 

analysis of the proposed methodology over the existing 

techniques [20] and [21]. The proposed technique shows that 

energy consumption over the [20] for 20, 40, 60, and 80 has 

been improved by 44%, 43%, 45%, and 41%. The analysis 

results show that the proposed technique has been improved 

for 100 requests by 40% and 17% compared to [20] and [21], 

respectively, for 10 requests. However, the number of user 

requests for 20, 40, 60, and 80 has been improved using the 

proposed methodology over the [21] is 13%, 6.2%, 16%, and 

20%. Similarly, as the number of requests approaches 100, 

the energy consumption over the [20] has been improved by 

40% and [21] by 17%. 

 
Fig. 4 Energy Consumption improvement analysis using the proposed 

over the existing techniques 

5. Conclusion 
The present research work presents a CS-based 

scheduling technique for the secure placement and migration 

of VMs. The proposed methodology is based on using the 

MBFD technique for the best fit, and then a Neural Network 

classifier has is used to classify the VMs. The proposed study 

optimized using the CS, a robust technique to optimize the 

scheduling tasks. The experimental results have been 

evaluated using energy consumption and SLA violation. The 

outcomes show that as the number of user requests increases, 

SLA violation also increases, and the machines consume 

more energy. However, the proposed technique shows less 

number of violations and minimum energy consumed by 10 

users’ requests. The simulation results show that the 

proposed approach's energy consumption has been improved 

by 43%, and SLA violation is improved by 29%. Thus, 

prominent results were obtained by integrating the MBFD 

with CS and NN. 
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