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Abstract – Nowadays, many websites on the internet are being used for sharing information, connecting people, video 

streaming, browsing, etc. All these websites are accessed using the links which the host provides. The host provides the links 

with proper security and good content. But some of the sites have Malicious Uniform Resource Allocators (URL) using which 

the attacker can access the user information. When the user clicks or taps on the links or hyperlinks of these websites, then he 

is redirected to another website. In this case, the user has no idea that he is getting attacked by the user, and they are 

providing personal information to the attacker. Hence, in this paper, the machine learning system, XGBoost, using which the 

model can identify the malicious links, classify them and remove them using the proposed modified XGBoost model. In this 

paper, the proposed modified XGBoost method, Modified Weight Optimized XGBoost (MWO-XGB), detects the URL in an 

online environment with class imbalance and concept drift problems. This paper mainly focused on the popular NSL-KDD 

dataset and other social media datasets to identify and detect the malicious URL using the proposed model. The experimental 

results are better when compared with the existing system such as XGBoost etc. This model's main focus is to reduce the 

malicious attacks in the online environment using the MWO-XGB model. 

Keywords – Malicious URL, MWO-XGBoost, NSL-KDD, Attack. 

1. Introduction 
Today, most people can barely picture their lives without 

technological advancements. Furthermore, a wide range of 

applications, websites, and new online social websites allow 

many people to exchange their knowledge and build proper 

social and professional contact. These websites focus heavily 

on connecting people through sharing common interests. 

However, spreading information and establishing contacts 

with people raises some important security issues. 

Furthermore, a phishing/malicious Uniform Resource 

Locator (URL) is a URL that has been designed to be used 

for fraud or spam attacks. In this attack, a virus is sent by the 

attacker and is installed on a computer if a given user or a 

customer taps on a URL that contains malware. Phishing and 

spam are two common outcomes of malicious Uniform 

Resource Locators. The credentials of users are compromised 

when they fall victim to phishing. As a result, it is critical to 

distinguish between legitimate and harmful linkages. 

Malicious Unified Resource Locators are being used as a 

vector for cyber-attacks.  Moreover, the phishers are 

constantly tweaking their cyber-attack methods. The attacker 

can misuse shared data for their ends. 

 

 

One of the most popular forms of cybercrime is the use 

of a malicious website or a malicious uniform resource 

locator. When you're not careful, you could become a victim 

of fraud, including cash losses, personal information 

disclosures, malware installation, spyware installation, 

extortion, a false shopping site, an unexpected award, and so 

on.  Visits to these sites may be prompted by email, adverts, 

web searches, or hyperlinks from other websites. In each 

scenario, the need to tap on the malicious link. The rise in 

phishing, spamming, and malware demand a dependable 

solution that categorizes and detects bad URLs. Malicious 

uniform resource locators are still a major source of security 

breaches. Malware, phishing, and spam are all frequent 

methods of spreading them. Black-listing is a widely used 

method of detecting harmful URLs. Blocklists keep track of 

URLs that have previously been associated with the 

dangerous activity. When detecting newly produced 

malicious URLs, these lists fall short. Machine learning 

algorithms have been trained. As a result, to detect dangerous 

URLs. In this paper, we have used the machine learning 

system, XGBoost, using which we can identify malicious 

links and classify them. In this paper, the machine learning 

system, XGBoost, using which the model can identify the 

malicious links, classify them and remove them using the 

https://www.internationaljournalssrg.org/
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proposed modified XGBoost model. In this paper, the 

proposed modified XGBoost method, Modified Weight 

Optimized XGBoost (MWO-XGB), detects the URL in an 

online environment with class imbalance and concept drift 

problems. This paper mainly focused on the popular NSL-

KDD dataset and other social media datasets to identify and 

detect the malicious URL using the proposed model. 

 

2. Literature Survey 
This section has surveyed various machine learning 

methods, class imbalance, data imbalance, and drift problems 

in the existing systems. This paper has also surveyed the 

various solutions provided by various researchers to solve 

the problem of malicious links (URL). In [1], they have 

given a machine learning-based intrusion detection system 

that uses the Adversarial-Machine-Learning to detect the 

various attacks. In this method, they have used the Jacobian-

based Saliency-Map-Attack. They have also analyzed how 

many samples can be used during the training, which will 

help the model work robustly. They have compared their 

result with the existing Random Forest and J48 methods. In 

[2], they have used the Software-Defined-Network and 

Network-Function-Virtualization in their framework to 

identify the various attacks. This model uses machine 

learning, artificial intelligence, and intrusion detection 

system integrated into the IoT systems to detect the attack. 

They have experimented with their model by building a one-

class Support Vector Machine model. The results show better 

outcomes when compared with the existing models. In [3], 

various machine learning algorithms are used in the 

professional and academics for various purposes. They have 

also explained the advantages of the algorithm in the field of 

cybersecurity. In [4], this paper provides four semi-

supervised methods for classifying spam based on hotel 

reviews. They have concluded that the Naïve Bayes model 

attains good outcomes during the self-training compared to 

the existing systems. This model can only be used for small 

datasets as training the large datasets is not efficient. In [5], 

they have given an intrusion detection system based on 

ensemble learning methods and feature selection. In this 

model, they have combined various machine learning 

algorithms, Random Forest, Forest PA, C4.5, and given an 

algorithm CFS-BA. They have used a voting method that 

takes the probability distribution of the attacker and detects 

the attack. They have used the standard datasets, CIC-

IDS2017, AWID, and NSL-KDD, for the evaluation of the 

performance of their model with the existing models. In [6], 

they have proposed a model for the online nonstationary 

environments using an ensemble method. This method 

provides good accuracy and diversity for detection in online 

environments. They evaluated the model's performance using 

real-world and artificial datasets such as OAUE, AFWE, and 

DDD. In [7], they have given a model for detecting the 

abnormality in the network using the data augmentation, 

NADS-RA. They first represent the data in the image and 

analyze and compare the given image by rotating the original 

image to the left. After this, they have used the Least-Square-

Generative Adversarial Network to handle the imbalance 

problem of the dataset. Finally, they have used the 

Convolutional-Neural-Network Algorithm to provide a good 

detection model. To evaluate the performance of their model, 

they have used the standard datasets, UNSW-NB15 and 

NSL-KDD. In [8], they have proposed a model for the 

detection of spam in the online social networking network, 

Twitter. This model uses machine learning algorithms to 

distinguish between spam and non-spam accounts and 

content. They have used a Genetic Algorithm to examine 

various features such as user accounts, which is further used 

to train the model. The model attains better results when 

compared with the existing models. In [9], they have 

proposed a cost-efficient approach to various filtrate spam. In 

this model, they have used a deep neural network and multi-

objective-evolutionary feature selection to reduce the model's 

cost and filter the spam. They have evaluated their model 

using the social-networking spam-filtering datasets, and the 

results show that the model has better results when compared 

with the machine learning models like Naïve Bayes, Random 

Forest, and SVM. In [10], they have surveyed various 

models used to detect spam on the online social network 

Twitter. They also have classified spam based on irrelevant 

content, URL, fake users, and trending topics. They also 

gave some techniques based on structure, graph, content, 

time, and useful features.  

In [11], they addressed the spam drift problem using the 

unsupervised machine-learning models. This model takes the 

input using the unlabeled tweets and checks the volatility of 

the spam tweets. The results show good accuracy and recall. 

In [12], they have surveyed the existing methods which are 

being used for the detection of spam on Twitter. This study 

shows that most of the methods use machine learning 

algorithms. They have also analyzed the main features the 

existing methods focus on, like user analysis, network 

analysis, content analysis, tweet analysis, etc. In [13], they 

have used the K-L-divergence method to identify spam. They 

have also used the multiscale-drift-detection-test to limit the 

drift problem. The results show better accuracy, f-measure, 

and recall performance. In [14], they have given a 

multiscale-drift-detection-test to restrict the drift problems in 

the online environment and provide a good detection model. 

This model has a better recall score in localizing the drift 

points and handles the drift problem efficiently. In [15], they 

proposed a framework, LightGBM, to detect irregularity in 

the IoT streaming environments. This model addresses the 

concept drift problem and gives a solution using an 

Optimized-Adaptive and Sliding-Windowing. In [16], they 

have addressed both the concept drift and data drift in IoT. 

They have used a machine learning-based intrusion-detection 

model and deep-neural network to address this problem. In 

[17], they have implemented and tested various concept-drift 

detection models to analyze how the different models 

perform in a scattered environment. They have also given the 
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challenges of the concept drift problem. [18] has given an 

ensemble learning method that addresses the data imbalance 

and concept drift problem in condition-based maintenance. 

They have used the Linear Four Rates model to cope with the 

concept drift and data imbalance problem. 

The attained results show that this model detects the 

drifts efficiently. In [19], they have addressed the problem of 

Spam Drift on Twitter using the Lfun method. This method 

can identify the spam tweets from the unlabeled tweets and 

then incorporates them into the classifier training process. In 

[20], they have presented a method, CONFRONT, which 

detects the problem of concept drift in the online botnets. 

This model classifies and optimizes the botnets and provides 

Denial of Service (DoS). In [21], they have proposed a 

method RACE to handle the concept drift problems with 

fewer computational overheads. This model uses the 

ensemble learning method to train and test the model. In 

[22], they have proposed a Generative Adversarial Network 

(GAN) model, which generates malware samples having 

concept drift in the given malware for the training of their 

model. This model also detects the concept drift and malware 

simultaneously and provides better results when compared 

with the existing models. In [23], they have addressed the 

problem of concept drift in imbalanced data streams. This 

model can detect various classes at the same time and can 

change the streaming environment conditions.  

 From all the given surveys, only some work has been 

carried out on the data imbalance. Moreover, there are only a 

few models which have presented the concept drift and data 

imbalance problems at the same time. Some machine 

learning algorithms have handled the concept drift problem 

and given a good result. Still, they have failed to perform 

well and handle the data imbalance problems in the online 

environment. Hence, proposed a model using the machine 

learning system, XGBoost, to address the data imbalance 

problem in the online environment and remove the malicious 

link from the online environment. The Modified XGBoost 

algorithm can simultaneously handle the concept drift and 

data imbalance problems in the online environment.  

3. Modified Weight Optimized XGBoost 

(MWO-XGB) 
This paper presents a Modified Weight Optimized 

XGBoost model, which handles class and data imbalance 

problems using our modified XGBoost algorithm. The 

architecture of the XGBoost model handling the concept drift 

and data imbalance is given in Figure 1. This section presents 

the XGBoost model, then how the XGBoosst model can 

handle the concept drift problems and data imbalance. 

Finally, present the Modified Weight Optimized XGBoost 

model, which attempts to remove the malicious link and 

check its performance using a given standard dataset.    

 
Fig. 1 Architecture of class imbalance and concept drift aware spam 

drift aware classification. 

 

An approach known as XGBoost is the best machine 

learning gradient tree-boosting methodology employed by 

many standard models to solve classification issues. Gradient 

tree-boosting methods are designed to combine the results of 

many tree classifiers. Hence, to classify the malicious link, 

the XGBoost model is used. In this model, the dataset having 

𝑛 samples having different classifications is trained using the 

following equation 

𝑍̂𝑗 = 𝐺(𝑌𝑗) = ∑ 𝑔𝑙(𝑌𝑗), 𝑔𝑙 ∈ 𝛼

𝐿

𝑙=1

 

(1) 

In Equation (1), the multi-label classification model 

outcomes are defined by 𝑍̂𝑗, which shows how likely a given 

malicious link will be categorized as belonging to a 

particular class based on its label. 𝐿 describes the size of the 

tree which is used for the classification of the malicious link 

and 𝑙𝑡ℎ describes the likelihood that each malicious link will 

be classified as belonging to a certain class using the 𝑙𝑡ℎ 

dimension as explained below. 

𝛼 = {𝑔(𝑦) = 𝑥𝑡(𝑦)} (2) 

In Equation (2), all trees 𝑔(𝑦) Agree on leaf weight x 

and structure variable t. Minimizing the loss parameter is one 

of the main goals of the XGBoost classification model 

𝑀(𝐺) = ∑ 𝑚(𝑧̂𝑗 , 𝑧𝑗)

𝑗

+ ∑ 𝛽(𝑔𝑙)

𝑙

 
(3) 

In the Equation (3), 𝑚(𝑧̂𝑗, 𝑧𝑗) Specifies the loss function 

between actual and categorized outcomes.  

Data with URL data 

Normal or spam 

classification using 
Machine Learning 

Algorithm 

Validate Model 

Concept drift 
extraction and 

detection using KL-

divergence 

Update classification 

model 

Drift 

time 



Sagargouda S Patil & Dinesha H.A / IJETT, 70(6), 308-316, 2022 

 

311 

𝛽(𝑔𝑙) = 𝛿𝑈 + 𝜇‖𝑥‖2 (4) 

There are three parameters in Equation (4): a penalizing 

term (𝑔𝑙), a tree's leaf size (𝑈), and a 𝜇 parameter governed 

how complex computations are. When the weighted loss 

function is applied to training data 𝑥, the negative log 

probabilistic loss function is generated by applying the 

following equation.  

𝑚(𝑧̂𝑗, 𝑧𝑗) = − ∑ 𝑧(𝑘) log 𝑧̂ (𝑚)

𝑘

= − log 𝑧̂ (𝑚) 
(5) 

In Equation (5), the 𝑧(𝑘) represents the 𝑘𝑡ℎ dimension 

of 𝑧. Also, 𝑧̂(𝑚) depicts the 𝑘𝑡ℎ dimension of the output 𝑧̂. 

Loss functions are optimized iteratively for the lowest 

possible losses, as well. The following equation can describe 

the optimal loss function for an iteration of 𝑢. 

𝑀𝑗 = ∑ 𝑚(𝑧̂𝑗
(𝑢−1)

+ 𝑔𝑢(𝑦𝑗), 𝑧𝑗) + 𝛽(𝑔𝑢)

𝑜

𝑗=1

 
(6) 

   With the following equation, the proposed 

methodology establishes 𝑔𝑢 It is a way to reduce losses 

greedily. 

𝑀𝑢 ≅ ∑ [𝑚(𝑧̂𝑗
(𝑈−1)

+ 𝑧𝑗) + ℎ𝑗𝑔𝑗(𝑦𝑗)

𝑜

𝑗=1

+
1

2
𝑖𝑗𝑔𝑢

2(𝑦𝑗)] + 𝛽(𝑔𝑢) 

(7) 

The tree 𝑔𝑢 can be found by minimizing Equation (7), 

where ℎ𝑗 represents the first-order gradient of 𝑚(𝑧̂𝑗
(𝑈−1)

+

𝑧𝑗)  and 𝑖𝑗 represents the second-order gradient of 

𝑚(𝑧̂𝑗
(𝑈−1)

+ 𝑧𝑗). 

 The XGBoost method can classify the malicious links 

but fails to handle the data imbalance problem. Moreover, 

the online environments contain class imbalance problems. 

Hence, a weight function using a heuristic-inverse function 

has been given to solve the class imbalance problems in the 

online environment and classify the malicious links. In this 

function, as shown in the equation below, the weight of each 

class is inversely proportional to the total data included in 

each class.  

𝑥𝑚 =
𝑁

𝑜𝑚

 
(8) 

In Equation (8), 𝑥𝑚 represents the weight of the given 

class 𝑚, 𝑜𝑚 represents the size of the data and 𝑁 represents 

the average size of the data, which is given using the below 

equation 

𝑁 =
∑ 𝑜𝑚𝑚

𝑂
 

(9) 

In Equation (9), the 𝑂 represents the class size of the 

malicious links. From the Equation (8) and Equation (9), the 

loss function in Equation (5) can make better using the 

following equation  

𝑚(𝑧̂𝑗 , 𝑧𝑗) = − 𝑥𝑚log 𝑧̂ (𝑚) (10) 

By increasing the weights, the model can suffer from 

overfitting problems. Hence, this study introduces a smooth 

method for calculating the weight of a specific class as 

outlined in the following equation to avoid the overfitting 

problem. 

𝑥𝑘 =
1

2
+ 𝜔 ∗

1

1 + exp(𝑤𝑘)
 

(11) 

𝑤𝑘 =
𝑜𝑘 − 𝑁

𝑉
 

(12) 

In Equation (12), 𝑉 represents the standard variance of 

the data size 𝑜 of each class, and in Equation (11) 𝜔 is used 

as a controlling parameter to optimize the weight in the 

sigmoid function. The class imbalance problem in the online 

environment is handled using the above equation. 

Furthermore, to address the data imbalance  

Further, this work addresses the concept drift problem; 

because the spam data varies over time. The spam drift aware 

classification model is described in Fig. 2. First, the 

Improved XGBoost classifier is trained on tweets to decide 

whether a tweet is normal or spam. Subsequently, using KL 

divergence, distributional distances between varied tweets 

are estimated for concept extraction. It is done to establish 

variation among current tweet distribution and historical 

tweets and carryout classifications in an adaptive manner. 

Then, drift detection is done to validate present tweets 

concepts vary concerning historical tweets and, if so, keep 

the drift time. Further, the drifted tweets are trained to update 

the classification model to improve their robustness. Lastly, 

the data are input to the classification model to validate its 

performance.   
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Fig. 2 Flow diagram of class imbalance and concept drift aware Twitter spam classification model. 

 

Algorithm 1. Drift point detection 

Input. time window 𝑾 

Output: whether any drift point present in 𝑾 

Step 1. Split 𝑊 into static window 𝑇, test window 𝑈, 
window size 𝑜, and constraint coefficient 𝑑 

Step 2. Estimate the mean and variance of 𝑇 and 𝑈 

             𝛽𝑇 =
1

𝑜
∑ 𝑇𝑗

𝑜
𝑗=1 ,    𝑇𝑇

2 =
1

𝑜−1
∑ (𝑇𝑗 − 𝛽𝑇)

2𝑜
𝑗=1  

             𝛽𝑈 =
1

𝑜
∑ 𝑇𝑗

𝑜
𝑗=1 ,    𝑇𝑈

2 =
1

𝑜−1
∑ (𝑇𝑗 − 𝛽𝑈)

2𝑜
𝑗=1   

Step 3. Select threshold 𝛼 = 𝑑𝛽𝑇 . The threshold is optimized 

dynamically 

Step 4. Construct two-tailed test statistics: 

            𝑇𝑋
2 =

𝑇𝑇
2+𝑇𝑈

2

2
,  𝑢 =

|𝛽𝑇−𝛽𝑈|−𝛼

𝑇𝑋√
2

𝑜

  

Step 5. If 𝑢 ≤ 𝑢𝛿(2𝑜 − 2) 

                   Obtain False 

            Else 

                   Obtain True 

            End if 

 

Concept extraction is done for obtaining tweet 

information distribution. When the model establishes any 

drifts, it optimizes the model, ensuring the drift detection 

methodologies can effectively establish the outlier within. In 

this work, KL divergence is used for measuring similarities 

among two distributions using the following equation  

𝐷𝐾𝐿(𝑃‖𝐻) = − ∑ 𝑃𝑖𝑙𝑛
𝐻𝑖

𝑃𝑖

𝐾

𝑖=1
= ∑ 𝑃𝑖𝑙𝑛

𝑃𝑖

𝐻𝑖

𝐾

𝑖=1
 

(13) 

 

where 𝑃 and 𝐻 depict two one-dimensional distributions of 

unconditional (i.e., category) parameters, 𝑃𝑖 = 𝑃(𝑥|𝑥 =
𝑖) and 𝐾 depict a set of all probable outputs. Here 𝑃 and 𝐻 

depict current and historical tweet information distribution. 

Their divergence will be small when they are identical; 

since 𝑙𝑛 (
𝑃𝑖

𝐻𝑖
) ≈ 0 [20]. The K-L divergence can be measured 

by segmenting the input into categorical sets for numerical 

parameters. This work estimates it for every dimension of 

multidimensional parameters and uses cosine distance 

metrics for aggregating the cumulative difference using the 

following equation 

 

𝑑𝑐𝑜𝑠 = (𝑃, 𝐻) = 1 −
< 𝑃, 𝐻 >

‖𝑃‖‖𝐻‖
 

(14) 

 

 

where ‖∙‖ Depicts the L2 norm of a vector, and < 𝑃, 𝐻 > 

depicts the inner product of the vectors. Using Eq. (13) and 

Eq. (14), the model can estimate the variance between 

current and historical spam. If the outcome is significantly 

higher, then there exists a drift in session instance 𝑊. The 

drift time 𝑊 is optimized by considering the following 

hypothesis  

𝐻 = |𝛽𝑇 − 𝛽𝑈| ≤ 𝛼 (15) 

Start 

Input data with respect to time 𝐷 =
{𝐷1, 𝐷2, 𝐷3 … , 𝐷𝑡} 

Initialize classification model  𝐹 on 𝐷1 

session instance 𝑊 = ∅ 

Evaluate tweet 

distribution among 𝐷1 

and 𝐷1: 𝐷𝐾𝐿(𝐷𝑡||𝐷1)  
and add it to 𝑊, ∀ 𝑡 =

2,3, … 

Drift detection on 𝑊 for validating the 

possibilities of drifts 

If drift present 

Retrain 𝐹 with data after the drift point, 

𝑊 = ∅, 𝐷1 = 𝐷𝑡 

Validate 𝐹 with 𝐷𝑡 

Stop 

true 
false 
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The parameter 𝛼 is considered to be dynamic concerning 

the parameter 𝛽𝑇 And optimize it according to the drift point 

in the preceding test window. If the outcome continues to be 

positive, in such a case, there exists a drift point in the 

preceding test window. Further, to identify the exact drift 

point, the model optimizes the parameter 𝜔 through 

empirical study. In this work, the 𝑇 is split into 𝑇1 and 𝑇2; if 

there is a higher variance between 𝑇1 and 𝑇2 is seen, then 𝑇 

and 𝑈 must be varying with soft-constraint. This work 

further establishes the drift point between 𝑇1 and 𝑇2; If the 

outcome continues to be positive, in such case, the parameter 

𝑛 is the drift point, i.e., 𝑛 = 𝜔𝑜 with 𝜔 = 0.5. The algorithm 

to establish drift point 𝑊 is obtained using Algorithm 1. 

 

3.1. Training the classification algorithm 

Here the model employs a cross-validation (CV) 

mechanism selecting useful feature sets to optimize the 

predictive model. Here the model selects the predictive 

model that reduces validation error. Most of the standard 

models have employed 𝐾-fold CV scheme for optimizing 

output. In 𝐾-fold CV, the dataset is divided randomly into 𝐾 

subsets of identical size; then 𝐾 − 1 subsets are used for 

building a predictive model, and leftover subsets are used for 

predicting errors in the model. Finally, the 𝐾 combination of 

predicted error is average for obtaining CV errors. Later, a 

grid of 𝑙 suitable values is generated to establish ideal 

optimizing parameters to minimize CV errors. Finally, the 

model with minimum CV error is selected;  

Here the proposed model, a hybrid CV scheme, is 

proposed by combining iterative cross-validation (ICV) 

scheme and a feature-aware cross-validation scheme to build 

a predictive model that minimizes prediction error 

considering feature importance. The MWO-XGB model 

employs a CV with two-layer. In layer 1, feature subsets are 

chosen as the main features. In layer 2, the main subset 

feature selected from layer 1 is used for building the final 

predictive model. 

First, model an Iterative CV scheme by constructing 

multiple sets of 𝐾 folds rather than constructing single 𝐾-

fold sets; the single fold CV error is obtained using the 

following equation 

𝐶𝑉(𝜎) =
1

𝑀
∑ ∑ 𝑃 (𝑏𝑗 , 𝑔̂𝜎

−𝑘(𝑗)
(𝑦𝑗 , 𝜎))

𝑗∈𝐺−𝑘

𝐾

𝑘=1

 

(16) 

The modified iterative CV error is obtained using the 

following equation 

𝐶𝑉(𝜎) =
1

𝑆𝑀
∑ ∑ ∑ 𝑃 (𝑏𝑗 , 𝑔𝜎

−𝑘(𝑗)
(𝑦𝑗 , 𝜎))

𝑗∈𝐺−𝑘

𝐾

𝑘=1

𝑆

𝑠=1

 

(17) 

Then, the optimization parameter for selecting the optimal 

value 𝜎̂ is obtained using the following equation 

𝜎̂ = arg min
𝜎∈{𝜎1,…,𝜎𝑙}

𝐶𝑉𝑠(𝜎) (18) 

In the above equations, 𝑃(∙) represent loss function, 

𝑔̂𝜎
−𝑘(𝑗)

(∙) Represent a function for estimating coefficients, 

and 𝑀 describes training data size. The proposed predictive 

model through a modified XGBoost algorithm addressed 

class imbalance with concept drift awareness aid in achieving 

higher accuracies compared with the standard predictive 

model through machine learning models, which is proved 

through the experiment in the next section. 

4. Results and Discussions 
Here the performance of the MWO-XGB and existing 

systems such as KNN, RF, XGB, and DIA-XGB is 

evaluated. The experiment compares the different methods' 

imbalanced performance and drift detection. The 

performance is evaluated in terms of accuracy, recall, and F-

measure.  

 

4.1. Specificity and Sensitivity Evaluation 

In this section, the specificity and sensitivity using 

various prediction models have been evaluated. The results 

are shown in Figure 2. In Figure 2, the results have been 

compared with the existing machine learning models like 

Random Forest (RF), K-Nearest Neighbor (KNN), Support 

Vector Machine, Ensemble learning, and XGBoost. From 

Figure 2, it can be seen that the MWO-XGBoost model has 

more specificity when compared with the other existing 

systems. The Sensitivity/Recall of the RF and MWO-XGB 

have attained the same result. It shows that the MWO-XGB 

has good Specificity and Sensitivity/Recall.   

 
Fig. 3 Specificity and sensitivity evaluation. 

 

4.2. ROC Performance 

In this section, the ROC performance of the proposed 

model has been compared with the existing Ensemble and 

XGB models. The results have been shown in Figure 3 

graphically. In Figure 3, we have compared the results using 

the following parameters: Specificity, Sensitivity/Recall. 
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Accuracy, Precision, and F-measure of the Ensemble model, 

XGBoost model, and our proposed MWO-XGB model. From 

the figure, it can be seen that the Ensemble model has less 

Specificity, Sensitivity,/Recall. Accuracy, Precision, and F-

measure. The XGBoost model has attained better results 

when compared with the Ensemble model in terms of 

Specificity, Sensitivity,/Recall. Accuracy, Precision, and F-

measure. The proposed MWO-XGB model has shown better 

performance in terms of Specificity, Sensitivity,/Recall. 

Accuracy, Precision, and F-measure compared with the 

Ensemble and XGB model.  

 

 
Fig. 4  Malicious URL Recall Performance 

 

4.3. Drift-time Study 

In this section, the classification performance with 

different drift-time has been evaluated. The parameters 

considered for evaluation are Specificity, Sensitivity,/Recall. 

Accuracy, Precision, and F-measure. The following 

parameters have been considered to compare the MWO-

XGB with the XGBoost model. Furthermore, in Figure 4, the 

classification performance with drift-time=2 has been 

considered. The MWO-XGB model has outperformed the 

existing XGBoost model in terms of Specificity, 

Sensitivity,/Recall. Accuracy, Precision, and F-measure. 
 

Similarly, the classification performance with drift-

time=4 has been considered in Figure 5. In this also our 

MWO-XGB model has outperformed the existing XGBoost 

model. Furthermore, the classification performance with 

drift-time=6 and the classification performance with drift-

time=8 have been carried out in Figure 6 and Figure 7, 

respectively. In all the classification performances having 

different drift-time, the MWO-XGBoost has outperformed 

the existing XGBoost model. 

 

 

 
Fig. 5 Classification outcome with drift time set to 2 days. 

 

 

 
Fig. 6 Classification outcome with drift time set to 4 days. 

 

 
Fig. 7 Classification outcome with drift time set to 6 days. 
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Fig. 8 Classification outcome with drift time set to 8 days. 

 

 
Fig. 9 Classification outcome with drift time set to 10 days. 

5. Conclusion 
In this paper, the researchers have first surveyed various 

machine learning algorithms currently being used to detect 

the various attacks. Further, researchers have also surveyed 

the concept drift and data imbalance problems. Researchers 

have designed a model which provides better security in an 

online environment using the Modified Weight Optimized 

XGBoost model. Experimental results have been carried out 

in terms of Specificity, Sensitivity,/Recall. Accuracy, 

Precision, and F-measure. The results have been evaluated 

using the social media dataset. The results show better results 

when compared with the existing systems. The future would 

study performance evaluation considering diverse attack 

datasets. Alongside, considers establishing which feature 

impacts classification accuracies. 
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