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Abstract - Visual Place Recognition (VPR) defines the process of identifying the same place despite considerable variations in 

appearances and viewpoints. VPR is a major element of Spatial Artificial Intelligence, allowing robotic and intelligent 

augmentation platforms to perceive and understand the real world. Long-term navigation in varying environments is a 

challenging problem in VPR owing to the distinct appearances of places with significant variations at different times of day, 

months, and seasons. Recently, authors had to work on advanced deep learning techniques to address this issue. This paper 

presents a novel Remora Optimization with Deep Learning-Driven Visual Place Recognition for Seasonal variant 

Environment, named ROADL-VPRSI model. The proposed ROADL-VPRSI model employs a pretrained capsule network 

(CapsNet) model to learn the image descriptors. Besides, ROA is applied to adjust the hyperparameters involved in the 

CapsNet model, such as learning rate, batch size, and the number of hidden layers. Next, the feature vectors are transformed 

into binary codes to minimize the computational complexity for image matching. Finally, the Minkowski distance-based 

similarity measurement process is carried out to recognize the places effectively. The experimental validation of the ROADL-

VPRSI model is performed using a benchmark dataset, and the results are inspected under several measures. The comparative 

study highlighted the betterment of the ROADL-VPRSI model over recent methods. 

Keywords - Visual places recognition, Computer vision, Similarity measurement, Remora optimization algorithm.  

1. Introduction  
Visual place recognition (VPR) mainly focuses on 

helping a vision or a robot-related navigation system decide 

if it is located in a previously visited location. It is also 

considered the most difficult and significant issue in 

computer vision and robotics. Such domains have noticed an 

increase in the utilization of VPR for several application 

areas over the past decades. For instance, in a visual 

Simultaneous Localization and Mapping (SLAM) technique 

[1], place identification, also termed loop closure detection 

(LCD), is the main element. The localization mistakes caused 

by visual odometry (VO) could be minimized, eliminating an 

unclear map of the strange ambiance [2]. Whereas VPR has 

gained interest and was widely learned in robotics societies 

and computer vision, there exist several open problems to be 

handled. VPR is difficult, particularly in uncontrolled 

outdoor atmospheres over longer periods. Images captured 

by a robot at a particular place may vary from those captured 

on a first pass via the same location. It is because of 

environmental elements, namely variations in the changing 

weather conditions, the season of the year, day and night 

cycles, light variations during the day, and completely 

geometric factors, namely variations in viewpoint amongst 2 

traverses. But, large-scale navigation in varying 

environments applies important challenges to VPR because a 

robot unavoidably experiences serious environmental 

changes [3]. These variations split into viewpoint changes 

and conditions.  

Deep learning (DL) is considered a subdomain of 

machine learning (ML) that endeavors to study high-level 

abstractions in data using hierarchical structures. It was 

broadly implied in conventional artificial intelligence fields, 

like, transfer learning, computer vision, natural language 

processing [4], semantic parsing, and so on. There are 

primarily 3 significant causes for the flourishment of DL 

today: the drastically raised chip processing capabilities (e.g., 

GPU unit), the importantly lowered cost of computing 

hardware, and the developments in the ML methods [5]. The 

current trend in VPR study is admired by the greatest 

achievement of Convolution Neural Networks (CNN) in 

various computer vision works [6]. General methods reject 

its completely linked layers and utilize the output of their 

middle and recent convolutional layers for encrypting rich 

semantic information, which could be a strength to numerous 

image variations. CNNs mirror, in many ways, biological 

vision [7]. Moreover, executing at the same levels as human 

beings in various identification works, they act in a 
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hierarchical style, resembling few extend how the visual 

cortex processes information [8, 9]. The latest works towards 

CNNs and a few earlier methods of the visual system 

recommend that DNNs are superior prevailing methods for 

describing representations of spatial layout. 

This paper presents a novel Remora Optimization with 

Deep Learning-Driven Visual Place Recognition for 

Seasonal variant Environment, named ROADL-VPRSI 

model. The proposed ROADL-VPRSI model employs a 

pretrained capsule network (CapsNet) model to learn the 

image descriptors. ROA is being exploited as a 

hyperparameter optimizer for the CapsNet model. Then, the 

feature vectors are transformed into binary codes. Finally, the 

Minkowski distance-based similarity measurement process is 

carried out to recognize the places effectively. The 

experimental validation of the ROADL-VPRSI model is 

performed using a benchmark dataset, and the outcomes are 

inspected under several measures. 

2. Literature Review 
The authors in [10] developed a VPR model for the 

varying environment using the voting model. Garg et al. [11] 

presented a triplet loss formulation at which point the 

distance metric depends on sequence matching measured by 

a single image. Then, similar metrics are utilized to mine 

data during the training process that assists the optimization 

algorithm by choosing harder negatives and proper 

positives. Khaliq et al. [12] introduced a light-weighted 

visual place recognition technique, able to achieve higher 

performance with lower computation cost and viable for 

mobile robotics in point appearance changes and significant 

view. Chen et al. [13] presented a multiscale context flexible 

system to evaluate the significance of spatial regions in the 

feature map. The algorithm is trained dedicatedly for 

recognizing places and identifying regions of interest. A 

widespread experiment was conducted to verify the 

efficiency, demonstrating that the presented method could 

perform effectively compared to the benchmark dataset. 

Zhu et al. [14] projected an Attention-related Pyramid 

Aggregation Network (APANet) trained for recognizing 

places. A major element of APANet, the spatial pyramid 

pooling, could efficiently encode multiple-size buildings 

encompassing geo-information. Zaffar et al. [15] developed a 

cognition-inspired agnostic architecture to build a map for 

recognizing Visual Place. Peng et al. [16] designed a 

Semantic Reinforced Attention Learning Network 

(SRALNet), where the inferred interest benefitted from data-

driven finetuning and semantic prior. The contribution relies 

two-fold upon. (1) With the interpretability of the local 

weighted system, a semantic constraint initialization is 

presented; thus, the local attention is strengthened using 

semantic priors. (2) To conquer misleading local features, an 

interpretable local weighted system is presented based on 

hierarchical feature distribution. Zhu et al. [17] presented a 

methodology based on CNN by placing images into a 

pretrained network structure for automatic learning of image 

descriptors. 

3. The Proposed Model 
In this study, a new ROADL-VPRSI model was 

enhanced to recognize the places invariant to seasonal 

variations. The ROADL-VPRSI model derived a useful set 

of features using the CapsNet model. Moreover, the ROA is 

applied to adjust the hyperparameters involved in the 

CapsNet model, such as learning rate, batch size, and the 

number of hidden layers. Afterward, the feature vectors are 

transformed into binary codes. Finally, the Minkowski 

distance-based similarity measurement process is carried out 

to recognize the places effectively. Fig. 1 illustrates the 

overall process of the ROADL-VPRSI technique. 

 
Fig. 1. Overall process of ROADL-VPRSI technique 

3.1. CapsNet-based Feature Extraction 

A capsule comprises a set of neurons where the output is 

inferred as distinct features of a similar entity and forms the 

activation vector. Every capsule comprises a pose matrix that 

characterizes the existence of a certain object situated at a 

pixel, and activation probability signifies the vector length. 

On rotating the image, e.g., the activation vector changes, but 
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its length remains unchanged [18]. In the presented 

framework, the authors applied a CancerCaps layer (that is, a 

capsule signifies two classes of histological images: 

cancerous/non‐cancerous) and a primary capsule (squashed 

and reshaped output of the final convolution layer). Where 𝑢𝑖 

Indicates the 𝑖-th output capsule; the prediction for 𝑗-th 

parent capsule can be defined in the following equation. 

𝑢̂𝑗
𝑖

= 𝑊𝑖𝑗𝑢𝑗                                                      (1) 

 

Now, 𝑢̂𝑗

𝑖

 indicates the output prediction vector of the 𝑗-th 

capsules, 𝑊𝑖𝑗 and represents the weight matrixes that need to 

be learned during the backward pass. The Softmax operation 

is utilized for calculating the coupling coefficient 𝑐𝑖𝑗 Based 

on the amount of conformation amongst the capsules and 

also the parent capsule is called “iterative dynamic routing” 

as follows 

𝑐𝑖𝑗 =
 exp (𝑏𝑖𝑗)

∑  exp 𝑘 (𝑏𝑖𝑘)
                                        (2) 

 

In the equation, 𝑏𝑖𝑗 signifies the log-likelihood and fixed 

to zero initially, capsule 𝑖 needs to be combined with 𝑗-th 

capsules using the agreement method. It is shown in the 

following equation 

 

𝑠𝑗 = ∑ 𝑐𝑖𝑗

𝑖

𝑢̂𝑗
𝑖

                                                 (3) 

 

At last, the nonlinear squashing function is utilized to 

normalize the capsule's output vector by preventing them 

from exceeding 1. Thus, the length is characterized as the 

possibility that the capsule detects a provided feature. All the 

capsule's last output can be defined by its primary vector 

value as follows. 

𝑣𝑗 =
‖𝑠𝑗||2

1 + ‖𝑠𝑗‖2

𝑠𝑗

‖𝑠𝑗‖
                                      (4) 

 

Now 𝑠𝑗 indicates the overall input to 𝑗-th capsules and 𝑣𝑗 

represents the output. Based on the agreement between 𝑣𝑗 

and 𝑢̂. Log probability needs to be upgraded in the routing 

process. Thus, the upgraded log-likelihood can be evaluated 

by using the following equation. 

 

𝑏𝑖𝑗 = 𝑏𝑖𝑗 + 𝑢̂𝑗
𝑖

. v𝑗                                               (5) 

 

The routing coefficient is improved by using a dynamic 

routing process to 𝑗‐th parent Capsule with factor 𝑢̂𝑗

𝑖

. 𝑣𝑗. 

Subsequently, additional data is transmitted through child to 

parent capsules where the outcome 𝑣𝑗 is similar to the 

prediction 𝑢̂𝑗

𝑖

 

An effective method to minimize the computation cost 

for image matching is to change the feature vector into 

binary codes that are compared using the Minkowski 

distance. The elements are normalized into an 8-bit integer 

(0‐255) and acquire the integer feature 𝐹𝑐𝑛
𝑖𝑛𝑇, as shown in (6). 

At that time, 𝐹𝑐𝑛
𝑖𝑛𝑇 can be transformed into a binary feature 

𝐹𝑐𝑛𝑛
𝑏𝑖𝑛. 

 

𝐹𝑐𝑛𝑛
𝑖𝑛𝑇 =

𝐹𝑐𝑛 −  min (𝐹𝑐𝑛)

 max (𝐹𝑐𝑛) −  min (𝐹𝑐𝑛)
× 255.          (6) 

 

3.2. Hyperparameter Optimization 

The ROA is applied for optimally tuning the CapsNet 

method's hyperparameters, such as learning rate, batch size, 

and the number of hidden layers. The ROA uses the 

biological features of remora for completing the optimization 

approach, that is, the parasitic behavior. Remora is capable of 

attaching themselves to whales, swordfish, or other animals. 

By using the host, remora could easily attain food. 

Accordingly, ROA adopted part of the location update mode 

of WOA and SFO for local and global searching. Notably, 

ROA employs an integer argument 𝐻 ( 0 or 1) to define 

selecting the strategy of WOA or SFO. For a certain range, 

the ROA has the advantage of an optimization algorithm 

while resolving the optimization problem. The ROA employs 

the SFO approach for conducting the global searching that 

depends on the elite technique applied in the swordfish 

algorithm [19]. In the following, the location update equation 

is given: 

𝑉𝑖(𝑇 + 1) = 𝑋𝑏𝑒𝑠𝐶(𝑇)

− (𝑟𝑎𝑛𝑑 × (
𝑥𝑏𝑒𝑠𝑡(𝑇)+𝑋𝜏𝑎𝑛𝑑(𝑇)

2
)

− 𝑋𝑟𝑎𝑛𝑑(𝑇))   (7) 

 

Whereas 𝑉𝑖(𝑡 + 1) indicates the candidate location of 

𝑖𝑡ℎ remora. 𝑋𝑏𝑒𝑠𝑡(𝑡) represent the present optimal location. 

𝑋𝑟𝑎𝑛𝑑(𝑡) denotes an arbitrary location of remora. 𝑡 implies 

the existing amount of iteration. Also, rand denotes an 

arbitrary value between 0 and 1. Furthermore, remora 

changes the host based on their experience. Here, a new 

candidate location is produced by using the following 

equation: 

𝑉𝑖
′(𝑇 + 1) = 𝑉𝑖(𝑇 + 1)

+ 𝑟𝑎𝑛𝑑𝑛 × (𝑉𝑖(𝑇 + 1) − 𝑋𝑖(𝑇))     (8) 

Now 𝑉𝑖
′(𝑡 + 1) indicates the candidate location of the 𝑖-

th remora. 𝑋𝑖(𝑡) signifies the preceding location of 𝑖-th 

remora. Besides, 𝑟𝑎𝑛𝑑𝑛 is utilized for producing arbitrary 

values. Also, remora attaches itself to the humpback whales 

for food. Therefore, remora have the motion features of 

humpback whales. The WOA approach is applied in ROA to 

implement the local searching. In particular, the bubble‐net 
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attacking technique applied in WOA is used. The location 

update formula is given in the following equation: 

𝑉𝑖(𝑇 + 1) = 𝐷 × 𝑒𝑎 × 𝑐𝑜𝑠(2𝜋𝑎) + 𝑋𝑏𝑒𝑠𝑡(𝑡)                  (9) 

 

𝐷 = |𝑋𝑏𝑒𝑠𝑇(𝑡) − 𝑋𝑖(𝑡)|                                           (10) 

 

𝑎 = 𝑟𝑎𝑛𝑑 × (𝑏 − 1) + 1                                          (11) 

 

𝑏 = − (1 +
𝑡

𝑇
)                                             (12) 

 

Here 𝐷 signifies the distance between remora and food. 

As per the Eqs. (11) and (12), it is noted that 𝑎 indicates an 

arbitrary value ranging from −2 and 1. Also, 𝑏 decrease 

linearly from -l to -2. Furthermore, to enhance the solution 

quality, the remora produces a small step with the help of the 

encircling prey model in WOA as: 

𝑋𝑖(𝑡 + 1) = 𝑉𝑖(𝑡 + 1) + 𝐴 × 𝐷′                                    (13) 

 

𝐴 = 2 × 𝐵 × 𝑟𝑎𝑛𝑑 − 𝐵                                   (14) 

 

𝐵 = 2 × (1 −
𝑡

𝑇
)                                               (15) 

 

𝐷′ = 𝑉𝑖(𝑇 + 1) − 𝐶 × 𝑋𝑏𝑒𝑠𝑇(𝑇)                                    (16) 

 

The equation 𝑋𝑖(𝑡 + 1) denotes the recently produced 

location of the 𝑖-th remora. 𝐶 represents the remora factor, 

which is fixed to 0.1 in ROA. Fig. 2 depicts the flowchart of 

ROA. 

Algorithm 1: The pseudocode of ROA 

Begin 

Initialize the remora population size (N) and 

maximal amount of iterations (T) 

Initialize the position of each search agent 

𝑋𝑖(𝑖 = 1,2,3, … , 𝑁) 

Set the remora factor 𝐶 

Main loop {  

While (𝑡 ≤ 𝑇) 

Compute the fitness of remora 

find the optimal location and bestFitness, 𝑋𝑏  

Compute the 𝑎, 𝑏, 𝐴, 𝐵 

For the 𝑖𝑡ℎ remora 

If H(i) = 0 

Create location 𝑉𝑖 using Eq (3) 

Else if H(i) = 1 

Create location 𝑉𝑖 using Eq (7) 

End if 

Create candidate location 𝑉𝑖
′ using Eq (8) 

𝑖𝑓𝑓(𝑉𝑖
′) < 𝑓(𝑉𝑖) 

𝑋𝑖 = 𝑉𝑖
𝔩 

𝐻(𝑖) = 𝑟𝑜𝑢𝑛𝑑(𝑟𝑎𝑛𝑑) 

else 

Upgrade location 𝑋𝑖 by Eq (13) 

End if  

End for 

𝑡 = 𝑡 + 1 

End While} 

Return the best fitness, 𝑋𝑏 

 
Fig. 2 Flowchart of ROA 

 
3.3. Matching process 

For effectively matching the visual places, the 

Minkowski distance is utilized to measure the similarity 

between two input images. The Minkowski metric or 

distance is a metric in a normed vector space that is treated as 

the generalization of a Manhattan and Euclidean distance. 

The Minkowski distance of order 𝑝 (whereas 𝑝 refers to the 

integer) amongst 2 points  

𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑛)𝑎𝑛𝑑 𝑌 = (𝑦1, 𝑦2, … , 𝑦𝑛) ∈ 𝑅𝑛  (17) 

𝐷(𝑋, 𝑌) = (∑|𝑥𝑖 − 𝑦𝑖|
𝑝

𝑛

𝑖=1

)

1\𝑝  

                          (18) 

 

4. Results and Discussion 
The experimental validation of the ROADL-VPRSI 

model is tested using the City Centre dataset [20] and 

Nordland dataset [21]. The former data is commonly 

employed for loop closure and place recognition. The second 

dataset includes samples under long-term conditions using a 

monocular camera. A few sample images are illustrated in 

Fig. 3. 
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A widely employed measure is the Precision-Recall (PR) 

curve which offers more details about the efficiency of the 

ROADL-VPRSI model.  

 
Fig. 3 a) Reference Images b) Live Images 

 
Table 1. Precision-recall analysis of ROADL-VPRSI technique on City 

Centre Dataset 

Precision (%) 

Recall 

Values 
20 40 60 80 100 

ROADL-

VPRSI 
99.56 98.05 91.11 79.13 36.98 

Pool5 

Fuse(ave7) 
95.18 87.99 57.58 30.76 13.51 

Pool5 

Fuse(ave4) 
92.54 85.84 68.6 51.35 17.10 

Pool5 

Fuse(ave2) 
89.43 78.89 66.2 51.11 19.98 

Pool5 

Fuse(Max7) 
83.92 77.22 70.51 55.90 15.67 

Pool5 

Fuse(Max4) 
90.15 73.86 64.52 54.23 20.22 

Pool5 

Fuse(Max2) 
85.60 87.28 73.62 52.31 21.18 

Conv 5_3 94.70 88.23 75.3 58.54 19.02 

  

Table 1 and Fig. 4 investigate precision-recall curves 

obtained by the ROADL-VPRSI model on the test city centre 

dataset. The experimental values indicated that the ROADL-

VPRSI model had effectual outcomes over others. For 

instance, with a recall value of 20, the ROADL-VPRSI 

model has offered increased precision of 99.56%, whereas 

the Pool5 Fuse(Max7) has shown reduced precision of 

83.92%. With a recall value of 60, the ROADL-VPRSI 

technique has an obtainable higher precision of 91.11%, 

whereas the Pool5 Fuse(Max7) has outperformed lower 

precision of 70.51%. Along with that, with a recall value of 

80, the ROADL-VPRSI approach has accessible enhanced 

precision of 79.13%, whereas the Pool5 Fuse(Max7) has 

exhibited reduced precision of 55.90%.  Moreover, with a 

recall value of 100, the ROADL-VPRSI algorithm has 

offered increased precision of 36.98%, whereas the Pool5 

Fuse(Max7) has portrayed minimal precision of 15.67%. 

 
Fig. 4 Precision-recall analysis of ROADL-VPRSI technique on City 

Centre Dataset 

 

Tables 2-3 report a detailed comparative outcome of the 

ROADL-VPRSI model with existing models under different 

season variations.  

Fig. 5a illustrates the precision-recall outcomes of the 

ROADL-VPRSI model and existing approaches under the 

spring vs. summer season. The figure indicated that the 

ROADL-VPRSI model has increased precision values over 

other approaches. For instance, with a recall value of 20, the 

ROADL-VPRSI model has provided higher precision of 

93.43%. In contrast, the VPR-LTSE, Seq-SLAM, ABLE, and 

FAB-MAP models have reduced precision of 80.31%, 

82.06%, 88.83%, and 79.43% correspondingly. Also, with a 

recall value of 100, the ROADL-VPRSI approach has 

provided higher precision of 28.93%, whereas the VPR-

LTSE, Seq-SLAM, ABLE, and FAB-MAP techniques have 

reached lower precision of 24.34%, 28.27%, 24.12%, and 

25.43% correspondingly. 

Fig. 5b showcases the precision-recall outcome of the 

ROADL-VPRSI technique and existing algorithms under the 

spring vs. fall season. The figure revealed that the ROADL-

VPRSI model had enhanced precision values over other 

approaches. For instance, with a recall value of 20, the 

ROADL-VPRSI model has provided superior precision of 

97.11%. In contrast, the VPR-LTSE, Seq-SLAM, ABLE, and 

FAB-MAP methods have reduced precision of 95.08%, 

93.49%, 100%, and 91.69%, respectively. Likewise, with a 

recall value of 100, the ROADL-VPRSI approach has 

provided higher precision of 35.85%. In contrast, the VPR-

LTSE, Seq-SLAM, ABLE, and FAB-MAP models have 

lower precision of 23.42%, 22.06%, 22.51%, and 22.29% 

correspondingly. 
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Table 2. Precision-recall analysis of ROADL-VPRSI technique on Nordland Dataset 

Precision (%) (Spring vs. Summer) 

Recall ROADL-VPRSI VPR-LTSE Seq-SLAM Model ABLE Model 
FAB-MAP 

Model 

0 100.00 100.00 100.00 100.00 100.00 

20 93.43 80.31 82.06 88.83 79.43 

40 92.33 83.15 82.93 76.59 61.07 

60 86.21 76.15 64.57 56.91 54.51 

80 70.25 63.04 52.76 42.92 45.11 

100 28.93 24.34 28.27 24.12 25.43 

Precision (%) (Spring vs. Fall) 

Recall ROADL-VPRSI VPR-LTSE Seq-SLAM Model ABLE Model 
FAB-MAP 

Model 

0 100.00 100.00 100.00 100.00 100.00 

20 97.11 95.08 93.49 100.00 91.69 

40 90.56 86.71 91.01 88.30 82.87 

60 87.39 84.68 73.15 81.29 68.63 

80 79.25 73.15 61.62 59.36 43.54 

100 35.85 23.42 22.06 22.51 22.29 

Precision (%) (Summer vs. Fall) 

Recall ROADL-VPRSI VPR-LTSE Seq-SLAM Model ABLE Model 
FAB-MAP 

Model 

0 100.00 100.00 100.00 100.00 100.00 

20 91.16 81.50 90.06 99.06 85.24 

40 85.24 87.43 92.04 84.80 88.97 

60 88.53 89.85 80.41 39.14 84.14 

80 78.87 67.46 51.43 30.14 55.16 

100 49.89 42.65 33.65 23.99 24.21 

 
Table 3. Comparative analysis of ROADL-VPRSI technique on Nordland Dataset 

Precision (%) (Spring vs. Winter) 

Recall ROADL-VPRSI VPR-LTSE Seq-SLAM Model ABLE Model FAB-MAP Model 

0 100.00 100.00 100.00 100.00 100.00 

20 85.60 80.58 73.27 91.09 90.63 

40 88.34 81.03 68.93 78.06 70.75 

60 82.18 76.92 63.67 61.84 53.39 

80 73.72 59.56 49.05 44.25 33.29 

100 32.37 30.77 25.29 24.38 24.38 

Precision (%) (Summer vs. Winter) 

Recall ROADL-VPRSI VPR-LTSE Seq-SLAM Model ABLE Model FAB-MAP Model 

0 100.00 100.00 100.00 100.00 100.00 

20 85.60 83.24 99.52 89.85 82.77 

40 85.60 91.50 96.22 71.44 73.33 

60 85.84 85.84 87.49 54.69 65.78 

80 76.16 69.55 66.01 34.39 43.83 

100 45.48 43.12 44.30 17.87 23.77 

Precision (%) (Fall vs. Winter) 

Recall ROADL-VPRSI VPR-LTSE Seq-SLAM Model ABLE Model FAB-MAP Model 

0 100.00 100.00 100.00 100.00 100.00 

20 87.74 92.98 69.26 79.75 58.54 

40 89.10 86.60 62.42 70.63 49.65 

60 81.58 75.88 52.84 62.42 41.67 

80 65.84 53.30 38.02 46.91 31.18 

100 25.02 23.42 24.11 22.74 22.51 
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Fig. 5 Comparative analysis of ROADL-VPRSI technique on Nordland Dataset (a) spring vs. summer, (b) spring vs. fall, (c) summer vs. fall, (d) 

spring vs. winter, (e) summer vs. winter, and (f) fall vs. winter 
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Fig. 5c demonstrates the precision-recall outcomes of 

the ROADL-VPRSI approach and existing methods under 

the summer vs. fall season. The figure revealed that the 

ROADL-VPRSI model has increased precision values over 

other approaches. For instance, with a recall value of 20, the 

ROADL-VPRSI model has provided higher precision of 

91.16%, whereas the VPR-LTSE, Seq-SLAM, ABLE, and 

FAB-MAP models have obtained reduced precision of 

81.50%, 90.06%, 99.06%, and 85.24% respectively. With a 

recall value of 100, the ROADL-VPRSI technique has 

accessible maximal precision of 49.89%. In contrast, the 

VPR-LTSE, Seq-SLAM, ABLE, and FAB-MAP models 

have achieved lower precision of 42.65%, 33.65%, 23.99%, 

and 24.21% correspondingly. 

Fig. 5d depicts the precision-recall outcomes of the 

ROADL-VPRSI model and existing approaches under the 

spring vs. winter season. The figure indicated that the 

ROADL-VPRSI algorithm had enhanced precision values 

over other methods. For instance, with a recall value of 20, 

the ROADL-VPRSI approach has provided higher precision 

of 85.60%. In contrast, the VPR-LTSE, Seq-SLAM, ABLE, 

and FAB-MAP models have reduced precision of 80.58%, 

73.27%, 91.09%, and 90.63% correspondingly. In addition, 

with a recall value of 100, the ROADL-VPRSI methodology 

has provided higher precision of 32.37%. In contrast, the 

VPR-LTSE, Seq-SLAM, ABLE, and FAB-MAP models 

have reduced precision by 30.77%, 25.29%, 24.38%, and 

24.38%, respectively. 

Fig. 5e defines the precision-recall outcome of the 

ROADL-VPRSI approach and existing methods under the 

summer vs. winter season. The figure indicated that the 

ROADL-VPRSI model has increased precision values over 

other approaches. For instance, with a recall value of 20, the 

ROADL-VPRSI system has increased precision by 85.60%. 

In contrast, the VPR-LTSE, Seq-SLAM, ABLE, and FAB-

MAP techniques have reduced precision of 83.24%, 99.52%, 

89.85%, and 82.77% correspondingly. In addition, with a 

recall value of 100, the ROADL-VPRSI model has provided 

higher precision of 45.48%. In contrast, the VPR-LTSE, Seq-

SLAM, ABLE, and FAB-MAP models have reduced the 

precision by 43.12%, 44.30 %, 17.87%, and 23.77%, 

respectively correspondingly. 

Fig. 5f illustrates the precision-recall outcomes of the 

ROADL-VPRSI model and existing approaches under the 

fall vs. winter season. The figure revealed that the ROADL-

VPRSI algorithm has superior precision values over other 

approaches. For the sample, with a recall value of 20, the 

ROADL-VPRSI technique has provided higher precision of 

87.74%. In contrast, the VPR-LTSE, Seq-SLAM, ABLE, and 

FAB-MAP approaches have obtained minimal precision of 

92.98%, 69.26%, 79.75%, and 58.54% correspondingly. 

Eventually, with a recall value of 100, the ROADL-VPRSI 

system provided higher precision of 25.02%. In contrast, the 

VPR-LTSE, Seq-SLAM, ABLE, and FAB-MAP techniques 

reached lower precision of 23.42%, 24.11%, 22.74%, and 

22.51% correspondingly. 

Then observing the tables mentioned earlier and figures, 

it can be apparent that the ROADL-VPRSI technique is 

gained higher performance over other approaches.  

5. Conclusion  
In this study, a new ROADL-VPRSI model was 

enhanced to recognize the places invariant to seasonal 

variations. The ROADL-VPRSI model derived a useful set 

of features using the CapsNet model. Moreover, the ROA is 

applied to adjust the hyperparameters involved in the 

CapsNet model appropriately, namely learning rate, batch 

size, and the number of hidden layers. Afterward, the feature 

vectors are transformed into binary codes. Finally, the 

Minkowski distance-based similarity measurement process is 

carried out to recognize the places effectively. The 

experimental validation of the ROADL-VPRSI model is 

performed using a benchmark dataset, and the outcomes are 

inspected over several measures. The comparative study 

highlighted the betterment of the ROADL-VPRSI model 

over recent methods.  
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