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Abstract - Breast cancer is probably the most well-known; it is also the leading cause of death in women worldwide. 

Incidentally, it can be cured if discovered early enough. The key issues for rural locations are that radiologists are 

significantly less likely to identify Breast Cancer (BC) utilizing mammography pictures in testing camps and that early 

diagnosis of these cancers is more important for all medical specialists. As a result, this study proposes an advanced deep 

learning-based tool for BC, with the following steps: a) Data Source: The Mammographic Image Analysis Society (MIAS) 

database of digital mammograms (v1.21), which contains 322 pictures and also real-world data from VPS Lakeshore Hospital 

Kochi which contains 4118 images, b) Filtering and histogram-based approach for preprocessing, c) feature extraction using 

a convolutional autoencoder for extracting features from the input, d) feature selection with Recursive Feature Elimination 

(RFE) for dimensionality reduction, and e) classification using a convolutional neural network with the help of transfer 

learning. Experiments are performed on various state-of-the-art models, and the suggested model outperforms in various 

measures (accuracy;0.96, precision;0.95, sensitivity;0.97, specificity:0.98). 

Keywords - Breast Cancer, Classification, Convolutional Neural Network, Deep learning, Mammogram, Transfer Learning. 

1. Introduction  
Medical imaging professionals have begun leveraging 

deep learning and machine learning to improve cancer 

screening accuracy with the rapid growth of machine 

learning. Despite its benefits, mammography screening has 

notable risks of false positives and negatives. The United 

States has the second-highest rate of cancer deaths among 

women from breast cancer [1,2]. Screening mammography's 

average sensitivity and specificity in the United States are 

86.9% and 88.9%, respectively [3]. Computer-Aided 

Detection and Diagnosis (CADD) software [4] was 

developed during the 1990s to increase radiologists' 

confidence regarding the projected accuracy of screening 

mammography. There was little evidence that early 

commercial CAD systems improved performance 

substantially [5,6] and that their development stagnated for 

more than a decade after their introduction. Creating deep 

learning tools to aid radiologists and improve mammography 

screening accuracy is gaining increasing interest as deep 

learning has proved too high performance in visual object 

recognition and detection [7-14]. A recent study [15,16] 

found that CAD systems running using deep learning 

performed as well and even better than radiologists in 

independent mode and assistance mode. Figure 1 shows BC 

data for several countries. 

 

By contrast, Digital Pathology (DP) provides high-

quality images derived from digitizing histology slides. 

Through the use of image analysis tools, these digital 

pictures are employed for detection, segmentation, and 

classification. Deep Learning (DL) with CNNs requires 

additional procedures, such as digital staining, to 

comprehend patterns for picture categorization [17]. CNN's 

contribution to medical imaging research isn't limited to deep 

CNN for feature extraction. Indeed, using CNN for synthetic 

picture rendering is a second topic that might aid medical 

research. Wahab and Khan [15] employed multifaceted 

fused-CNN and a hybrid descriptor to show that suitable 

colour and textural qualities may be produced to aid mitotic 

count-based ROI selection at reduced resolution.
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Women with higher BMIs have a higher risk of being 

diagnosed later than women with a normal body mass 

index (Women overweight were diagnosed at a later stage 

than women in their healthy weight range, with 42 percent 

diagnosed at a late stage). As a result, this article suggests 

hyperparameter tuning and optimization for breast cancer 

detection that can be useful for tuning the hyperparameters 

and optimizing the risks associated with breast cancer in later 

stages. So, the problem is that most deep learning models try 

to perform breast cancer detection. Still, ultimately, the 

results didn't reach that efficiency as training the model, 

rather than increasing knowledge of the model with certain 

parameters and transfer learning. 

 

 

                                 

 
Fig. 1 Overall percentage-wise statistics of Breast Cancer 

 

1.1. Research Gap  

● After reviewing the existing literature, it is noticed that 

there is a lack of proper feature representation in the 

existing methods, which will reduce the overall accuracy 

of the classifier. 

● Also, it has been identified as like, the models used are 

performed on their own without any additional stages 

with proper technique 

● The models were also not trained enough to gain such 

knowledge to understand the data given for a model to 

perform the classification  

● Mostly there is a great lack of improving the knowledge 

of models using transfer learning to improve the overall 

results in mammogram images 

● The reliability of the existing methods needs to be 

improved for applications that require precise 

classification results. 

1.2. Key Novelty 

As part of the ongoing investigation into deep learning 

for breast cancer detection, this paper presents a method with 

the following objectives:  

 

● To create a breast cancer detection system that is 

based on deep learning. 

● The effective approach proposed will be worked 

over Mammographic images. 

● A proper tool will be helpful for rural areas where 

radiologists' services are unavailable for BC 

detection. 

● Autoencoder and RFE are used for feature 

extraction, and a better result is obtained using both. 

● For early detection of BC, a convolutional neural 

network-based transfer learning method will be 

used. 

1.3. Organization of the paper 

The first section includes a BC and deep learning 

summary. The second section contains a literature review. 

Section three discusses the methodology, the fourth section 

describes the performance measures, and to wrap up, the 

conclusion is provided in section 5. 

 

2. Literature Review 
A novel framework for breast cancer classification and 

detection from cytology images was established by Khan et 

al. (2019) [18]. They proposed a clever, profound learning 
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structure for identifying and classifying breast cancer in 

breast cytology images using the concept of transfer learning. 

As a general rule, deep learning designs are displayed to be 

issue explicit and are acted in separation. As opposed to 

traditional learning ideal models, which create and yield 

disconnection, transfer learning is expected to use the 

acquired information during the arrangement of one issue 

into one more related issue. In the proposed structure, 

highlights from images are separated utilizing pre-prepared 

CNN designs, to be specific, GoogLeNet, Visual Geometry 

Group Network (VGGNet) and Residual Networks (ResNet), 

which are taken care of into an FC layer for characterization 

of malignant and benign cells using average pooling 

classification.  

 

From the perspectives of transfer learning, 

preprocessing, and Convolutional Neural Networks (CNNs), 

Ayana et al. (2021) [19] provided an overview of methods 

for detecting and categorizing ultrasound breast images. 

Finally, different works were compared, and challenges and 

perspectives were examined. 

 

The study by Vesal et al. (2018) [20] classifies images of 

breast tissue in four classes: normal, in situ cancer, benign, 

and invasive cancer. To accomplish this, slide preparation 

and color variations from the BACH 2018 grand challenge 

images are removed before normalizing them. With the help 

of recovered picture patches from the image database, 

ResNet50 and Inception-V3 convolutional neural networks 

learned domain-specific characteristics necessary to 

categorize images. 

 

A transfer learning technique developed by Chang et al. 

(2017) [21] for detecting breast cancer using histopathology 

photos, based on Google's Inception v3 model originally 

developed for non-medical image classification, was 

presented [22]. Its AUC of 0.93 illustrates how successful 

transfer learning can identify breast cancer. 

Ber et al. (2021) [23] used 8020 and cross-validation 

techniques to develop a deep-learning method for 

automatically identifying and diagnosing BC suspicious 

regions. There are model-specific DL architectures that apply 

to a given set of problems. TL applies what he learns from 

solving one challenge to another. 

 

Makhtar et al. (2020) [24] assess the presence of a multi-

classifier put together deep learning approach for datasets. 

Five classifiers are involved Sequential Minimal 

Optimization (SMO), choice tree (J48), arbitrary timberlands 

(RFs), Naïve Bayes (NB) and Instance-Based for K-Nearest 

neighbor (IBk). These classifiers will be consolidated and 

dissected utilizing a profound learning approach. This 

technique uses models of profound neural network that is a 

variation of Neural Network yet with a huge estimate to the 

human mind utilizing a development framework contrasted 

with a direct neural organization. 

Purwanti & Apsari (2020) [25] characterize computerized 

mammograms into two classes, abnormal microcalcification 

and normal. The surface is one of the major mammographic 

qualities. The measurable textural of the Gray Level 

Cooccurrence Matrix (GLCM) utilized in portraying pictures 

are differentiation, energy and entropy. K-Nearest Neighbor 

(K-NN) and Fuzzy K-Nearest Neighbor (FK-NN) were 

proposed for arranging pictures. The aftereffect of the K-NN 

technique shows 77.78% exactness, 50.00% sensitivity and 

100 percent specificity. The aftereffect of the FK-NN 

technique shows 88.89% exactness, 100 percent sensitivity 

and 80.00% specificity. 

 

Kanmani et al. (2019) [26] comprises three phases, 

Preprocessing, Association Rule Mining and Classification. 

ID3 classifier is utilized for anticipating order because of 

responsiveness, particularity and precision. The principal 

objective of this strategy is to accomplish a higher exactness 

rate and lower blunder rate. 

 

3. Methodology 
In Figure 2, the general structure of the proposed system 

is represented as follows: a) Data collection: It is from a 

database of digital mammograms held by the Mammographic 

Image Analysis Society (v1.21) and a real-world dataset 

from VPS Lakeshore Hospital Kochi, which contains 4118 

images. In addition to the MIAS  322 grayscale photos (161 

pairs), truth data and Portable Gray Map files (161 pairs) are 

provided. b) Preprocessing: For removing the noises and 

improving the quality of the sample images taken from the 

dataset, models like filtering and histogram equalization are 

used. c) Feature extraction:  Important features from the 

images are extracted using a convolutional autoencoder. 

Pretrained CNN architectures are also used for feature 

extraction. d) Feature selection:  Relevant features are 

preserved, and insignificant features are removed using 

dimensionality reduction methods. Here, RFE is used as a 

selection procedure and e) Classification: Classification of 

normal, benign and malignant breast images is finally 

achieved with a fully connected network. 

 

3.1. Data Collection 

MIAS (Mammographic Institute Society Analysis 

database) is a collection of mammograms with a resolution 

of 200 microns and a size of 1024*1024 pixels. Three 

hundred and twenty-two mammograms of the left and right 

breast from 161 women are included in this collection, which 

contains 54 cancerous lesions, 69 benign lesions, and 207 

non-suspicious lesions. Among the information in this 

database is a list of mammograms stored in the MIAS 

database and pertinent information, such as the abnormality's 

class, the image's x-y coordinates, and the estimated radius 

(in pixels) of the circle which encloses the abnormality.  
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Fig. 2 The overall architecture of the proposed framework 

 

Table 1. MIAS dataset overview 

SL.No. Description 

1st Reference number for MIAS database 

2nd  Background tissues have the following 

characteristics: 

G: Fatty glandular 

F: Fatty 

D: Dense glandular 

3rd Anomaly class present: 

1 CALC – Calcification 

2 ARCH – Architectural distortion 

3 MISC – Other, ill-defined masses 

4 SPIC – Spiculated masses 

5 CIRC – Well-defined/circumscribed masses 

6 NORM E- Norm 

7 ASYM – Asymmetry  

4th The severity of the anomaly; 

M E -Malignant 

B – Benign 

5th & 

6th 

The centre of the abnormality of image-is X and 

Y coordinates. 

7th A circle enclosing the abnormality (in pixels) 

has a radius of approximately 9 pixels. 

 

 
Fig. 3 Examples of MIAS Dataset instances 

 

Different classifications are based on the type of 

abnormalities observed (calcifications, circumscribed 

masses, architectural deformities, and other ill-defined 

masses) [27, 28]. The real-world datasets were obtained from 

the VPS Lakeshore Hospital in Kochi. The dataset consists 

of 4118 jpg images of 1200 people (left CC and MLO and 
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right CC and MLO images), including 400 normal, 400 

benign, and 400 malignant cases. Table 1 displays the MIAS 

dataset's overall features. Figure 3 shows a selection of 

photos from the MIAS dataset. 

  

3.2. Preprocessing 

Preprocessing is a crucial operation in which certain 

noises and abnormalities are eliminated to improve 

prediction.[29,30] Figure 4 illustrates the total steps and 

processes performed in two key phases. Initially, a filter 

approach is used to remove noise and abnormalities from 

these photos, and then the image is enhanced using 

histogram equalization in the second step. 

 

3.2.1. Filtering 

Random fluctuations or variations in the brightness or 

colour information in photographs that may be created while 

the image is being captured are known as noise. It degrades 

the quality of an image by bringing variations in the original 

image content. [31]To avoid this noise, a Gaussian filter was 

applied. Gaussian filtering is a method of correcting spectral 

coefficients of interest and coefficients within the spectrum 

and the filter frame. It is based on peak detection, the 

assumption that peaks represent impulses. This filter has a 

larger relevance for pixels near the edge, which helps reduce 

edge blurring. It is computationally efficient, and the degree 

of smoothing can be adjusted. 

 

3.2.2. Enhancement 

Histogram Equalization (HE) is a common picture-

enhancing method. Because of its simplicity and 

significantly greater performance on practically all types of 

photos, this approach is often used for image improvement 

[32]. The HE method is commonly used in the processing of 

medical images and radar images. However, this approach 

has several drawbacks, and at the same time, it is not that 

computationally demanding. This approach effectively 

highlights the boundary and border between objects but 

obscures local details within the items, particularly smooth 

ones. As a result, background noise can be faded with this 

useable signal, resulting in overly enhanced images. 

Histogram equalization-based methods such as Contrast-

Limited Adaptive Histogram Equalization can be used to 

boost the contrast. In contrast to conventional histogram 

equalization, adaptive histogram equalization increases the 

contrast of the histograms. In this approach, instead of 

computing the full picture, multiple histograms are 

computed, each representing a different part of the image 

known as a tile. The goal is to generate a more evenly 

distributed pixel value distribution, so the contrast of each 

tile is raised. To reduce the amplification of any noise in the 

image, the contrast may be changed to inhomogeneous parts 

to eliminate any false border lines caused by adjacent tiles. 

Bilinear interpolation is then employed to blend the nearby 

tiles. As a result, this procedure is appropriate for enhancing 

an image's local contrast and bringing forth additional detail. 

Local contrast is prioritized over total contrast in this 

strategy. [33] 

 

3.2.3. ROI  

There are many ways to filter or process a picture, but in 

many cases, a Region Of Interest is just a segment of the 

image. Since the pixels in the ROI have the same size as the 

pictures to be processed, the binary image has the same size 

as the images to be processed because all the pixels that 

define the ROI are set to 1, then extract one or more ROIs 

from the pictures. The area of interest can be identified by 

varying intensities. It results in an original image of 

1024x1024 pixels cropped into 256x256 pixels while 

maintaining its location within the image. 

 

3.3. Feature extraction 

As part of artificial neural networks, autoencoders are 

artificial neural networks that acquire compressed 

representations of unsupervised data. The Autoencoder 

function consists of two parts: a function that calculates the 

vector of features from input data and a function that 

calculates the feature vector from input data. The probability 

models are created and then trained using a specific 

probability function to optimize data similarity in the 

decoder portion. Sparse autoencoders use large neural 

networks with multiple layers that are digitally linked so that 

the output of each successive layer can be used for dimension 

reduction or feature extraction. 
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Fig. 4 Preprocessing stage 

 

The proposed sparse autoencoder technique requires raw 

inputs 𝑋𝑗
′𝑋𝑗

′, a hidden layer 𝐻𝑚
′ 𝐻𝑚

′ , and an output layer 

𝑌𝑛
𝑙𝑌𝑛

𝑙 , where n denotes the input or output neurons, m 

denotes no hidden neurons, and l represents no.of sparse 

encoders. The input vector ln is translated into the hidden 

layer 𝐻𝑚
′  through the output layer using the nonlinear 

function S[31, 32]. 

 

𝐻𝑚
′ = 𝑠(∑𝑚=

𝑛  (𝑤𝑖 × 𝑋𝑗
′) + 𝑏𝑚)    (1) 

 

Weights for the input-to-hidden layer are given by the 

parameter 𝑤𝑖𝑤𝑖 and hidden layer bias is given by 𝑏𝑚𝑏𝑚. 

The sigmoid function is given by 𝑠(𝑣). 

𝑠(𝑣) =
1

1+𝑒−𝑣                                                (2) 

 

There is the same no of units in the output layer 𝑌𝑛
𝑙𝑌𝑛

𝑙   as 

in the input layer. 

𝑌𝑛
𝑙 = 𝑠(∑𝑗=0

𝑚  (𝑤 �̂� × 𝐻𝑗
′) + 𝑏𝑛)        (3) 

 

By categorizing breast cancer, stacked autoencoders are 

used to demonstrate, 𝑤 �̂�𝑤 �̂� signifies the weights (or 

parameters) assigned to the hidden layer and the output layer, 

𝑏𝑛𝑏𝑛 signifies the bias in the output layer, and S signifies the 

sigmoidal function.  

In figure 5a, the first sparse autoencoder determines the 

major feature 𝐻𝑚
′ 𝐻𝑚

′  by studying the information in the 

input layer 𝑋𝑛
𝑙 𝑋𝑛

𝑙 . The major feature I is produced by the 

first sparse autoencoder. As the second sparse autoencoder is 

learning secondary features (Feature II), the input layer of the 

second encoder is sent along to the following encoder. 

Figures 5a, 5b, 5c, and 5d illustrate the main characteristics 

used as input to the following encoder. The figure shows 

how three layers of autoencoding are constructed using a 

softmax classifier once the secondary feature has been 

mapped to the digit labels. This autoencoder consists of two 

hidden layers (first and second features), followed by the 

activation function(softmax). Two hidden layers (the first 

and second features) and an output layer (the softmax 

classifier) make up stacked autoencoders. Features extracted 

after applying auto encorder are mean, varience, energy, 

kurtosis, contrast, mean deviation, contrast, correlation, 

coarseness and standard deviation. 

 

3.4. Feature Selection 

As the study uses many features, the computational cost 

and the classification accuracy will degrade. It is thus 

imperative to select features, which is why filtering and 

wrapping are the two basic feature selection algorithms. The 

number of characteristics exceeds the number of samples, 

MIAS 

dataset 

Normal 

Benign 

Malignant 

Fatty,  

Fatty-glandular 

Images with filters 

Histogram Equalization 

Image quality measures are 

measured: PSNR, SNR, MSE 
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which increases the risk of overfitting. Filters and scores are 

calculated using a statistical measure that utilizes the 

samples' inherent features. Based on their scores, the features 

are sorted by highest ranking, with only the highest-ranked 

elements remaining to be categorized. 

Moreover, the selected features may contain duplicate 

features due to how the scores are calculated for each feature, 

ignoring their dependence on other features. On the other 

hand, wrapping approaches select only those features with 

the greatest discriminating power and analyze the classifier's 

performance using only these selected features. Radiomic 

characteristics are better selected using wrapping-based 

feature selection methods because of their clear association 

[34,35]. 

 

Let S= [1, 2,.....n] show the subset of remaining features 

of  F denotes the total number of features. As training 

samples X0 = [X1, X2, ......Xk]^T and class labels Y0 = [Y1, 

Y2,.....Yk] ]^T, the RFE technique picks features by 

recursively examining smaller and smaller groups of 

features, as weighted by an external estimator. The SVM 

classifier is trained in each loop, and a corresponding weight 

vector, w, is calculated. Through w, characteristics are rated, 

with the ones with the lowest rank removed. It is repeated 

until s=[ ]. As a result of the feature deleting process, r is 

obtained, with the later deleted features having a higher 

score. To choose how many attributes to use, cross-

validation can be used. The first step is to isolate the lowest k 

features using cross-validation. The next step is to retrieve 

the highest two attributes using SVM-RFE. Until all 

characteristics have been removed, the process is repeated 

until only a few features remain, and a ranking can be 

assigned to determine the optimal score. 

 

The goal of feature selection is to find an optimal subset 

of features that can achieve both dimension reduction and 

accurate prediction while balancing feature quantity and 

classification accuracy. In practice, feature selection aims to 

create subsets of features that are more discriminating and 

dimension-reducing than others. After collecting a list of 

accuracies and feature importance from RFE, there are two 

types of alternatives to select the ideal feature subset. The 

HA or a version similar to HA is the first kind, and the 

PreNum is the second. 

 

 
a) 

 

 
                                                  b) 

 

 
c) 

 

 
 

                                           d)                                                                          
Fig. 5a The first autoencoder, Fig. 5b. The second autoencoder, Fig.5c. Softmax classifier, Figure 5d. Finalized autoencoder. 
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The ideal feature subset for the HA variant corresponds 

to the HA (or a specified proportion of the HA); for PreNum, 

the top-rated PreNum features sorted by relevance are picked 

as the optimal feature subset. To determine the number of 

ideal feature subsets, investigating three variants are 

considered: HA, 90% of HA, and PreNum. The following are 

the analysis results and comparisons between the three 

variations. Assuming there are p feature subsets in total, 

abbreviated as fsub after RFE, the best feature subset Fsf for 

each fold is defined as follows: 

 

𝐹𝑠𝑓(𝐻𝐴) = 𝑓𝑠𝑢𝑏(𝐻𝐴)′ ∣ 𝐴𝑐𝑐 (𝑓𝑠𝑢𝑏(𝐻𝐴)) =

𝑎𝑟𝑔𝑚𝑎𝑥 𝐴𝑐𝑐 (𝑓𝑠𝑢𝑏), 

𝐹𝑠𝑓(90%𝐻𝐴) = 𝑓𝑠𝑢𝑏 (90%𝐻𝐴) ∣

𝐴𝑐𝑐 (𝑓𝑠𝑢𝑏 (90%𝐻𝐴)) = 𝑎𝑟𝑔𝑚𝑎𝑥 90% ×

𝐴𝑐𝑐 (𝑓𝑠𝑢𝑏 ), 

𝐹𝑠𝑓( PreNum ) = 𝑓𝑠𝑢𝑏 ( PreNum ) Feature number in 

𝑓𝑠𝑢𝑏 ( PreNum ) =PreNum                               (4) 

 

3.5. Classification 

A new approach to CNN based classification model is 

created in this section. Table 2 shows the details about it. It 

consists of three convolutional layers, one FC layer, and 

three max-pooling layers. Except for the last layer for output, 

whose activation function is the ReLU function [36], each 

layer has the convolutional layer as its activation function. 

This layer is symbolized by Conv 3-32, which indicates that 

it contains 32 convolutional neurons (units) with a filter size 

of 3x3 pixels (height x width). FC 64 refers to a layer with a 

64-unit fully-connected structure. MaxPool 2 is a max-

pooling layer with a 2x2 pixel window and stride 2. In the 

Maxpool layer, after each update during training, a softmax 

function is applied to transfer the output value to the [0, 1, 2] 

range. It should prevent overfitting. In the output layer, a 

fractional input rate is set to 0 for the following layer at 

random [37]. 

 

A CNN has been created using 13 convolutional layers 

based on the VGG-16, and a basic FC layer was pre-trained 

(Table 3). 

 

Table 3 displays the weights from the convolutional 

blocks in the VGG-16 pre-trained model. The weights in the  

convolutional blocks used in CNN training did not change 

(or were "frozen"). Weights at the FC layer were varied 

based on the inputs throughout training. VGG-16 identifies  

features in input images by using FC NN-classifiers and 

VGG-16 to extract them.  

 

3.5.1. Fine Tuning  

The four convolutional blocks were imported from a 

VGG-16 model and frozen. Unlike the fine-tuning CNN 

structure in Table 3, these blocks in the pre-trained model do 

not have fixed weights. The FC weights were drawn from the 

early training procedure for feature extraction and used to fill 

final convolutional blocks instead of random initialization. 

As a result, no weights were initially randomized during 

fine-tuning. Figure 6 depicts output instances obtained after 

the fine-tuning. 

 

3.5.2. Hyper Parameter Tuning   

Our proposed method uses hyperparameters to manage 

the model's over-fitting and under-fitting. Different datasets 

have different optimal hyperparameters. In our method, the 

following stages are taken to obtain the best 

hyperparameters: 

 

1. The model is assessed for each proposed hyperparameter 

configuration. 

2. The optimum hyperparameters for the model are chosen. 
 

Table 2. CNN Parameters 

Input image  

Conv_3-32 + RELU 

Conv_3-64 + RELU 

Maxpool 2 

Maxpool 3 

Softmax output : [0,1,2] 

FC_64 + ReLU (with 0.5 dropout) 

 

The hyperparameter is evaluated by tuning a few 

hyperparameter settings, evaluating the validation matrices, 

adjusting the hyperparameters, and evaluating the validation 

matrices until they reach optimum results. Figure 7 gives a 

diagrammatic representation of the evaluation of the 

hyperparameter model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 7 Diagrammatic representation of evolution hyperparametric 

model. 
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Table 3. Transfer Learning 

 

 

 

 

 

 

 

 

VGG16 

Input Image  

 Conv_3-64 + 

ReLu 

Conv_block 1 Conv_3-64 + 

ReLu 

 Maxpool 2 

 Conv_3-128 + 

ReLu 

Conv_block 2 Conv_3-128 + 

ReLu 

 Maxpool 2 

 Conv_3-256 + 

ReLu 

Conv_block 3 Conv_3-256 + 

ReLu 

 Maxpool 2 

 Conv_3-512 + 

ReLu 

Conv_block 4 Conv_3-512 + 

ReLu 

 Maxpool 2 
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Fig. 6. Output Instances; a) Benign, b) Malignant and c) Normal 

 
 

Table 4. Overall Analysis under Accuracy, Sensitivity, Specificity based 

on real-world images and MIAS dataset 

Models Accuracy Sensitivit

y 

Specificit

y 

Image 

Used 

VGG19 0.85 0.90 0.94  

ANN 0.81 0.86 0.90 Real 

World 

Image  

Alexnet 0.86 0.91 0.95  

Inception 

v3 

0.89 0.92 0.96  

Resnet50 0.81 0.86 0.90  

CNN - 

VGG16  

0.96 0.97 0.98  

VGG19 0.84 0.89 0.93  

ANN 0.80 0.85 0.89 MIAS 

mage  

Alexnet 0.85 0.90 0.94  

Inception 

v3 

0.87 0.91 0.95  

Resnet50 0.80 0.85 0.89  

CNN-

VGG16  

0.95 0.96 0.9  

 

Table 5. Overall Analysis under precision, recall and F1-score in terms 

of real-world images and MIAS dataset 

Models Precision Recall F1-

score 

Images 

Used 

VGG19 0.84 0.8 0.85  

ANN 0.84 0.78 0.81  

Alexnet 0.86 0.8 0.84 Real 

World 

Image 

Inception 

v3 

0.9 0.82 0.87  

Resnet50 0.83 0.77 0.82  

CNN - 

VGG16  

0.95 0.83 0.92  

VGG19 0.83 0.79 0.84  

ANN 0.83 0.77 0.80  

Alexnet 0.85 0.79 0.83 MIAS 

Image 

Inception 

v3 

0.89 0.81 0.86  

Resnet50 0.82 0.76 0.81  

CNN - 

VGG16  

0.94 0.82 0.91  
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4. Performance Analysis 
The proposed model uses hardware specifications like an 

Intel i5/i7 or Ryzen 5/7 series CPU, 12 GB RAM, 1TB 

HDD, and Windows 10 OS, as well as software such as 

PyTorch, an open-source python library-based programming 

language for deep learning frameworks, and Google 

Collaboratory, an open-source Google environment for 

developing deep learning frameworks. To train the model, a 

learning rate of 0.09 and a set of 10 epochs using an 

Adaboost hyperparameter with standard parameter value μ=3 

have been considered. The proposed model combines 

VGG16 and CNN, where VGG16 extract certain features, 

while CNN works on this base model to learn and gain the 

knowledge to perform over Mammographic images. Since 

CNN is a generic model and training will take much time and 

transfer learning will cut short those processes, also using 

transfer learning will improve 20% performance than custom 

made model. This model is compared with ANN, VGG19, 

Alexnet, Inception V3, and Resnet50 in terms of accuracy, 

sensitivity, specificity, recall, precision, F1 score, detection 

rate, TPR, and FPR, AUC score, and calculate the AUC 

value. The value obtained after the AUC calculation is 0.823. 

The chart of the over-analysis models' accuracy, sensitivity 

and specificity is shown in Figures 8a, 8b, and 8c. The 

proposed model outperforms the other models (accuracy, 

sensitivity, and specificity: 0.96, .97and 0.98, respectively) in 

real-world images. 

 

 

Table 5 shows the real-world database's overall study 

results for accuracy, recall, and F1 score. Figures 9a, 9b, and 

9c show a graphical depiction of multiple models, showing 

that the suggested model outperforms others (precision:0.95, 

recall:0.83, F1-score:0.92). Other models have a generic 

framework for conducting classification and, as a result, 

require a boost in information transmission throughout the 

network to get even better outcomes. 

 

Table 6 summarises the overall Analysis of several 

models based on AUC and computation time in real-world 

images. Figure 10a and 10b show a graphical depiction of 

several models compared to the suggested technique, with 

the proposed method gaining (0.9) on the AUC score. Even 

while models like VGG19 and Inception V3 have a 

complicated structure, they achieve close ranges of 0.84 and 

0.87. Regarding computing time, the suggested model has a 

lower CT (4.1) obtained during training. 

 

The entire Analysis of models under detection rate, TPR, 

and FPR in real-world images are shown in Table 7. Figures 

11a, 11b, and 11c show graphical depiction of several 

models compared to the suggested technique, demonstrating 

that the proposed model outperforms others (detection rate: 

0.94, TPR: 0.95, FPR: 0.5). Figures 12a, 12b, 12c, and 12d 

show graphical depiction of accuracy vs epoch, in which, as 

the epoch grows, accuracy fluctuates at particular epoch 

range before stabilizing. Figure 13 shows the final classifier 

result that has been categorized. 

 

 

 

 
 

(a) (b) 



Pratheep Kumar P & V. Mary Amala Bai / IJETT, 70(9), 76-92, 2022 

 

86 

 (c)
Fig. 8a Models vs Accuracy, 8b. Models vs sensitivity and 8c. Models vs Specificity

 

 
 

 

 
(a) (b) 
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(c)

 
Fig. 9a Models vs Precision, 9b. Models vs Recall   9c. Models vs F1-score 

 

 

 
(a) 



Pratheep Kumar P & V. Mary Amala Bai / IJETT, 70(9), 76-92, 2022 

 

88 

 
(b)

Fig. 10a Models vs AUC score, 10b. Models vs Computation time 
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Fig. 11a Models vs Detection rate, 11b. Models vs TPR and 11c. Models vs FPR 

 

 
Fig. 12a, 12b, 12c, and 12d. Accuracy vs Epochs over various training periods and its respective percentage-wise variations over various image 

instances. 
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Fig. 13. Final classifier performance for benign and malignant tumors 

by using a Convolutional Neural Network 

 

Table 6. Overall Analysis under AUC score and CT 

Models AUC 

score 

Computation 

time 

Images 

used 

VGG19 0.84 5.7  

ANN 0.78 7.2 Real 

World 

Images 

Alexnet 0.82 5.6  

Inception 

V3 

0.87 5  

Resnet50 0.7 8.3  

CNN-

VGG16  

0.9 4.1  

VGG19 0.83 5.6  

ANN 0.77 7.1 MIAS 

Images 

Alexnet 0.81 5.5  

Inception 

V3 

0.86 4.9  

Resnet50 0.69 8.2  

CNN-

VGG16  

0.89 4.0  

 

 

 

   Table 7. Overall Analysis under detection rate, TPR and FPR 

Models Detection rate TPR FP

R 

Image 

Used 

VGG19 0.85 0.82 0.18  

ANN 0.8 0.75 0.25 Real 

World 

Images 

Alexnet 0.85 0.83 0.17  

Inception 

v3 

0.88 0.87 0.13  

Resnet50 0.78 0.7 0.3  

CNN - 

VGG16  

0.94 0.95 0.5  

VGG19 0.84 0.81 0.17  

ANN 0.79 0.74 0.24 MIAS 

Images 

Alexnet 0.84 0.82 0.16  

Inception 

v3 

0.87 0.86 0.12  

Resnet50 0.77 0.69 0.29  

CNN - 

VGG16  

0.93 0.94 0.4  

     

 

5. Conclusion 
Researchers have studied the segmentation and 

classification of breast cancer using a range of imaging 

techniques. Breast cancer is a very common cancer among 

women throughout the world. This work presents an efficient 

hyperparameter tuning and optimization-based strategy for 

diagnosing breast cancer using mammographic images. And 

to increase network knowledge, a CNN-based transfer 

learning approach is also performed. Popular datasets such as 

MIAS and real-world datasets from VPS Lakeshore Hospital 

have been utilized in this proposed system. The experiments 

described here demonstrate that the suggested system 

performs well. Finally, research professionals will find this 

study extremely useful in analyzing the best strategies for 

feature extraction and selection that can be utilized to 

improve the network even more, as well as attempting to 

combine with other sophisticated techniques for even better 

outcomes. 
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