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Abstract - During the latest events caused by climate change and the current of the child, Peru has been affected by these 

natural disasters, such as the flood, which directly affect the Peruvian economy and especially the department of Piura. To 

prevent and mitigate the problems that affect the department of Piura with respect to flooding, the development of a 

probabilistic system has been proposed with the use of machine learning that will allow us to prevent possible climatic 

changes and avoid material damage to the area based on predictions. Likewise, the data found in the repository of the free 

data web page provided by SENAMHI will be extracted to be reused internally and can contribute to the development of the 

application through neural networks that will facilitate the use of the data. Given this, it has been decided to use the data 

scientific method, which consists of 10 phases that allow us to identify the main points that contribute to the model of the 

proposal. This allows us to carry out the necessary validations to make the proposed system feasible. To obtain, as a result, a 

model that can predict and give warning about the threat of flooding based on the weather behavior of the area. In addition, it 

is concluded that the prediction models with the help of artificial intelligence tools have better efficiency in terms of forecasts.  

Keywords - Climate change, Scientific data, Flood, Machine learning, Predictions, Neural networks. 

1. Introduction  
It has been shown in the world, according to studies in 

recent years, that there is a link between precipitation, 

climatic signals, and large discharges from hydrographic 

basins [1]. Countries like Mexico are affected by major 

droughts, a product of the El Niño phenomenon, which 

comes with great power in regions such as Veracruz, 

Tabasco, and Yucatan. On the other hand, in dry regions of 

the world, the climate often exhibits nonlinear behavior. 

Flood forecasting is extremely challenging, such as in Iran, 

which is in Western Asia and shares a border with the 

Caspian Sea. The Persian and Oman Gulfs use sea level 

pressure (SLP) and indicators of sea surface temperature 

(SST), which will serve as variables to consider achieving 

the hydro-meteorological prediction [2].  One of the hardest 

years for Peru was during 2017, when the root cause was the 

El Niño phenomenon, with devastating power that affected 

many departments on the north coast of Peru [3]; one of them 

was the department of Piura, which obtained around 1.7 

million people affected, in view of this a large amount of 

humanitarian aid has been granted to the affected population 

and in general to the department of Piura. The damage 

suffered by the department of Piura was of great magnitude 

since it was the most affected by the weather phenomenon; 

the rains that occurred flooded the northern capital causing 

losses [4], which caused shortages in agriculture, greatly 

affecting Measured at the national and export levels, the 

decrease in agricultural production caused a high price of 

necessities and a decrease in the quality of life of the 

inhabitants. In recent years, multiple ways of predicting the 

behavior of the climate have been proposed. Several of these 

studies were designed and applied through hydrological 

modelling [5], which is based on the study of the basins near 

the vulnerable place; these will allow knowing a warning 

system for possible floods to prevent any natural disaster [6] 

 

The objective is to develop a model of neural networks 

that simulate a probabilistic prediction of flood warnings in 

banana agricultural fields in the Piura region located on the 

north coast of Peru.   

 

The structure of the paper is as follows: Section II 

explains the review of the literature on the positions of 

different authors, Section III explains the methodology that 

has been carried out, Section IV explains the results through 

the findings, Section V the discussions regarding the review 

of the literature, the Section VI the conclusions and future 

work, as suggestions.   

 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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2. Literature Review 
In this section are going to detail, as a first point, the 

basic theory to have a better understanding of the issues to be 

able to move on to the next point, which is the related work 

that will talk about the studies carried out by other 

researchers in relation to weather forecasts with the use of 

machine learning.   

2.1. Theoretical Basis 

To achieve a deep understanding of the research topics, 

one must carry out a bibliographic review of the general 

concepts that must support the research on the probabilistic 

flood alarm system. The concepts that will use: Machine 

learning and Neural Networks in connection with the 

weather, achieving a good fit [7].   

For the identification and extraction of data or values 

that are used for the development of this application, the 

following points have been taken into account: Extraction: 

During this stage, the data scientist model consists of 

extracting the data from various sources in the case from the 

SENAHMI page, and being able to analyze the data and be 

able to complement it with other sources that allow us to 

obtain more information for the system. These data can be 

classified according to their size as Small or Big Data.   

2.1.1. Cleaning 

During this stage, the data that is not aligned with the 

need of the system will not be considered, and the amounts 

of information that is required are also prepared so that they 

can go through the necessary process to obtain quality data  

2.1.2. Processing 

During this stage, various statistical methods are used, 

for which the data scientist is responsible for processing the 

volumes of data and extracting the necessary information. 

Through mathematical analysis, predictive methods, or 

clustering (which consists of the grouping of elements that 

have similar characteristics) [8], during this process, the 

possible data will be interpreted and thus give forecasts about 

the future or seek a relationship between some of the 

variables. 

2.1.3. Visualization 

Finally, the results that were obtained will be presented 

so that the information provided is understandable and that 

anyone, whether they are experts in data science. For this, 

they will be accompanied by graphs that allow us a better 

interpretation and power to visualize better the values 

obtained. 

The data will be obtained from the free data platform 

provided by SENAMHI, ready for download. This data will 

be transferred to an Excel format to be compatible, and it’s 

easier to put it through an ETL (data extraction, 

transformation, and cleansing) process [9]. Of that way will 

get the data ready for use in a script format. After the ETL 

process, the data is prepared to connect with the [10] 

programming IDE, in this case, PYTHON. First, the 

connection is made based on data by adding the necessary 

libraries and linking them with the variables in charge of 

containing them. Python offers us the ease of implementing a 

library that takes care of the process of machine learning, 

specifically neural networks, which begins to analyze the 

data, and, in the execution, it throws us possible scenarios, 

which come to be the predictions, with its respective 

statistical analysis used. To make the software look more 

attractive to the user, a web interface will be created with the 

ability to display this data dynamically and intuitively. The 

goal is for the system to be free and free for the target 

audience. Because it is free, the system will not have user 

access. User, which means it will directly send us to the main 

menu, where you can view predictions directly.  

Machine Learning (ML): Machine learning has been 

called a subfield of computer science and, at the same time, 

would be a branch of the IoT, with the purpose of developing 

learning techniques for computers [11]. That means that, 

with the use of data, variables, experiences, behavior 

patterns, models and hypotheses, computers can obtain the 

ability to solve problems, giving machines the ability to learn 

based on a trend or behavior.  

Neural Networks (ANN): It is an analytical and 

mathematical technique inspired by the neurons of the 

nervous system of animals; it comes from the motivation of 

artificial intelligence and neuroscience, starting in the 40s 

[12]. Neural network models can accept a larger amount of 

input data in a weighted manner, usually creating nonlinear 

algebraic functions or decision trees to reach the result that 

would be the output data [13].  

In the same way as biological neurons, this is one of the 

fascinations for neural networks is their ability to learn and 

adjust to the conditions of their input layers and their output 

layer; I mean that, through an algorithm of learning, the 

neural networks adjust to the architecture and its parameters 

in a way that they can minimize the percentage of the error 

that varies the degree of adjustment of the data [14].  

It means that as more data is obtained for the model, the 

margin of error is smaller, from which more accurate 

predictions are obtained, and, at the same time, the 

complexity of the network grows.  

The algorithm has 3 fundamental phases, starting with 

the input phase, which must describe all possible variables 

influencing the result. The second point is learning, which 

consists of multiple simulations of scenarios that can occur 

with the input data. As the last phase has the output phase, 

which basically consists of the most repeated and coincident 
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tendency or behavior in the learning phase. This result is the 

possible scenario to happen based on the variables, also 

called prediction.  

2.2. Related Work 

The study carried out allowed knowing the importance 

of machine learning [15] when using it as a key tool to make 

weather forecasts. The articles studied have various 

intelligent methodologies that help us understand the logic of 

the problem based on empirical data that demonstrate the 

learning that the system can capture with respect to each 

simulated scenario.  

A group of Canadian researchers affirm that the 

temperature variable greatly influences climate prediction 

and that an increasing trend can be seen with respect to 

reducing the margin of error. With the application of deep 

learning, they achieved 96% success in predicting floods 

with the help of the Canadian disaster database, which was 

linked to data from climate change indices in a region of the 

same country, such as part of a [16] training and testing 

phase. What is shown in this research is the application of 

IoT technologies helps to reduce the gap between results and 

events; this means that an optimal and reliable result is 

achieved every time.  

 

The Iranians also have good results based on 

percentages on the prediction and use their method of neural 

networks based on wavelets, taking as an example the data of 

the institute of geophysics and the Polish academy of 

sciences. Likewise, various linear regression methods are 

used with the help of Deep Learning and Machine Learning 

to reduce the margin of error that occurs due to anomalies 

and allow early simulation of climate change [17].  

The study of neural networks has been applied in 

multiple fields, facilitating their better understanding and 

assimilation to them. Thanks to processing information 

through mathematical functions, these perform multiple 

possibilities that can predict behavior through the previously 

identified parameters. In this way, it is possible to emulate 

multiple cases and associate them by identifying which data 

they have in common. This was assimilated to what is known 

as an experience where the data that is already available 

serves as a basis for analysing future cases that have 

something in common [6].  

The use of neural networks to make predictions has a 

wide field, one of these great contributions is evidenced in 

the prediction of frosts [18]; for this, it is necessary to study 

the field to be treated and identify which model or method is 

appropriate For the capture of parameters and their use, in 

the case of frost, a structure was used which was made up of 

nodes that had the capacity to receive data and convert it into 

information that can be delivered. This is divided into 

phases, which begin with the training phase, where the 

interaction of the data begins to determine the connection 

between inputs; during the second phase, the data that was 

designed to provide results were validated to obtain results 

that validate the entered information.  

According to the investigation carried out by Guerrero 

Ciprian affirms, during this period, the flow of the rivers had 

their maximum arrival with a flow above the historical 

records, appearing as an overflow affecting the valleys that 

are close to the basins and rivers, causing floods that directly 

affect agriculture in the northern region of Peru. The data 

obtained is stored in software called ArcGIS to avoid these 

disasters, for which the data obtained from the National 

Water Authority (ANA) were used; by means of the 

geographical coordinates of the department of Piura, the 

necessary information can be obtained to detect which are 

the places where the basins and rivers present the greatest 

flow [19]. On the other hand, the Ministry of Agriculture and 

Irrigation sent a report indicating the UTM coordinates for 

the georeferenced location of the places.  

During this event, the surrounding populations suffered 

a great material loss since most of them were dedicated to 

agriculture. To identify the great impact that this natural 

phenomenon had, many organizations carried out reviews in 

all the affected places within which they were established. 

Recommendations based on experiences in similar 

phenomena and providing good practices to remain calm 

before the arrival of this natural phenomenon [20]. To do 

this, the damage that affected the region was identified, and a 

record of the affected families and the amount of land that 

was flooded; this information obtained serves to have a 

record of how great the magnitude of this phenomenon was, 

the information obtained will serve to implement a system 

based on neural networks to predict the possible dates that 

would affect the region.  

The implementation of technology in daily life is a very 

relevant fact since, through it, daily activities can be 

facilitated; the use of it in different areas of the lives 

considerably improves production and helps to have a better 

lifestyle. Therefore, the implementation of sensors on the 

banks of the rivers will allow the detection of certain climatic 

alterations and thus avoid meteorological risks; according to 

[21], it was proposed to implement them in the streams and 

rivers of the department of Piura in this way it is obtained 

data in real-time and determine if this would affect the 

population, generating an early warning and carrying out an 

early evacuation. However, this is not the only way to 

anticipate these risks. A predictive system was also proposed 

using neural networks; these are carried out using data 

obtained during the natural phenomenon and thus simulate 

the possible behavior that rainfall may have in the 

department; it has come to have a large percentage of 

effectiveness in this type of data collection having a 98.4% 

success rate during its testing stage, while during the first 
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semester of 2016, a 100% effectiveness was obtained. In this 

way, the implementation of sensors to obtain data and the 

implementation of neural networks would allow the 

prediction of the different natural phenomena that the El 

Niño [22] current may bring.  

The study carried out in Asia indicates the development 

of models based on the data collected to forecast the main 

drainages in the Nile to avoid floods. The data of these 

models are based on (MLR, ANN and WT-ANN). This study 

can have a great impact on the phenomenon that occurred on 

the coast of Peru by using the records obtained over time can 

measure the degree of risk in stages and thus be able to 

establish a similarity that allows identifying the most 

important and have better information for the prediction of 

the records [23], for this must consider the highlighted 

information, where the most relevant is taken, obtaining a 

better performance at the time of taking the data. These can 

be classified according to their characteristics or by the 

criteria granted; the classification will depend on the degree 

of information you can provide. By granting a higher degree 

of qualification, predictions can be made more effectively. In 

such a way, when developing a model that predicts a natural 

phenomenon's behaviour, it will depend on how much true 

information can be gathered and the degree of importance 

and impact that [32] can have.  

In conclusion, it is evident that artificial intelligence 

tools help to achieve a prediction with a high level of 

precision. However, it was also noted that the lack of data 

variables makes the prediction's perfection decrease. It is 

stated very clearly by the Canadian researchers; also the 

Iranians who used data from other external sources, the lack 

of technology, such as support for satellite heat sensors, wind 

sensors or other technologies with the ability to capture 

metrics, is what prevents us from compliance of the project 

objective. 

3. Materials and Methods 
Considering all the parameters that the development of 

the research asks of us, a methodology is needed that can 

meet each of the proposed objectives, so based on research 

recommendations on the same topic related to data 

management and artificial intelligence, it was concluded that 

the scientific data method was the most suitable for the 

research Fig.1. 

3.1. Stages of the Methodology  

3.1.1. Business Understanding 

To understand the project, you must first be very clear 

about the objective of the research, the characteristics, and 

the proposed scope of the work. At this stage, a solid 

structure must be defined to guarantee the expected success 

of the project.  

3.1.2. Analytic Approach 

Once the problem is structured in the most optimal way, 

the scientific data will be able to determine an analytical 

approach, allowing us to solve the problem. For this, during 

the course implies the expression of the problem in the 

environment of the development of statistical techniques and 

automatic learning. Within the organization, the appropriate 

way to obtain the desired result can be determined. Given the 

following example, to determine if the target of a prediction 

is expected to have an answer that would have the values” 

yes” or ”no”, there is an analytical way by which one can 

define the foundation, test and run for classification 

modeling [25].  

3.1.3. Data Requirements 

The data must be selected carefully to obtain a very rich 

information format. The data must be aligned with the 

project requirement, which means that any impurity or data 

not aligned with what is needed in the project would lead to 

error and failure to implement the probabilistic predictive 

system [26].  

3.1.4. Data Collection 

In the first stage of data collection, data is identified and 

collated from available data sources (structured, 

unstructured, and semi-structured) of relevant weeks. They 

often must choose to make additional investments in less 

accessible pieces of information. It is better to delay funding 

decisions to have more information about possible data and 

models. There is the possibility of having gaps at the time of 

obtaining the data, and this would be possible in view of this; 

a review of the characteristics and requirements established 

for the data for its collection should be carried out.  

 

Although the data obtained and the segmentation of it is 

of great importance, today’s high-performance platforms and 

database analysis capabilities allow working with much 

larger data sets, if not all available data. By having the data 

input, the prediction of the models can give an adequate 

account of unforeseen events, such as the appearance of 

diseases or failures in the system [27].  

 

The sampling, cleaning, transformation, cleaning and 

ordering of data is a very important part of any system that 

works with a relational or non-relational database. However, 

according to new research and the advancement of new 

methodologies in the field of data, it concluded the greater 

the variety of data, the more accurate response can be 

obtained regarding the predictions because all the data that 

has influenced the useful life of a process is being included, 

even if it seems little importance can also influence the result 

of the system. In this way, events or situations can be 

represented with incidence frequency categorized as rare, for 

example, some diseases, also some system failures or natural 

disasters.  
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Fig.  1 Data Scientific Method 

3.1.5. Data Understanding 

Then you must perform a series of statistical tests, 

dynamic graphs and various strategies to understand the 

nature of the data and ensure the quality of the information 

[28].  

 

This means that from a step before the software 

development, the data must have a correct trend or behavior 

based on indicators; in this case, as a great example, it can be 

the trend of precipitation with respect to the last 10 or 50 

years.  

 

3.1.6. Data Preparation 

This step includes all the dataset construction operations 

that will be used in the next modeling step. The operations 

for an ETL process consist of data processing to filter empty, 

missing, duplicate or invalid data, matching the expected 

format. Data from other reliable sources can also be 

combined to align with the project's requirements.  

According to the investigations of data scientists, they 

use a model that they call feature engineering, which consists 

of the generation of explanatory variables, which are called 

metrics.  

These are structured variables. When text data, such as 

SENAMHI web records or site observations, are available in 

different formats, it is sought to balance and standardize the 

data structure so that it is compatible and helps us enrich the 

system's reliability based on accurate results.  

All data scientists agree that the ETL process can be the 

most time-consuming step depending on the size and 

provenance of the data in building projects. Getting to 

synthesize the entire volume of data can even occupy more 

than 3/4 of the time of the entire development life of the 

project. For this reason, the automation of some of the data 

preparation steps is a proposal that can speed up the process 

by minimizing the time of custom preparation based on 

anticipation or preparation in advance. With high-

performance batch parallelism systems and analytics 

capabilities where data is currently stored, DataMart’s can 

help us prepare data in such a simple, fast, and functional 

way that they can be joined into large Datawarehouse units 

[29].  

3.1.7. Modeling 

In this process, the first tests can be carried out with the 

algorithm to adjust the ideal preparation with the data. 

Multiple simulations can be performed with the algorithm to 

find the most suitable model [30].  

Being simple modeling, pilot tests can be carried out 

with few data; in this way, the reliability of the system can be 

guaranteed with respect to the prediction with real data; it is 

worth mentioning that the data must be the most important or 

relevant in the influence of the system.  

3.1.8. Evaluation 

During model development and prior to project 

implementation, the data will be evaluated against the model 

so that you can ensure that it solves your stated problem 

accurately with an acceptable margin of error. When 

evaluating the implicit models, several measures will be 

calculated for the ideal diagnosis and with their results to 

evaluate coincidences and differences, such as tables and 
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graphs, which allow analyzing the data. From these tools, the 

quality of the model and its effectiveness in solving the 

problem are explained. For most predictive models, the data 

uses a test set independent of the training set, but it must 

obey the same type of probability distribution and outcome 

knowledge. The test suite is used for evaluation.  

 

Sometimes the final form will be applied to a validation 

set to run last. In addition, the data can identify models, a 

statistical significance test or go through analysis based on 

indicators and graphic models as an additional test for its 

quality; this test can be very important to justify the 

implementation of the data model to be used [31].  

3.1.9. Deployment 

Already meeting all the requirements needed for quality 

data and having a solid idea about the necessary development 

of the system, it begins to be carefully implemented little by 

little following good practices and considering the necessary 

backups to advance without interrupting development 

without the need to rollback deployment.  

You can start with the prediction based on 10 scenarios, 

then 15 or 20; everything depends on the equipment, also the 

time with respect to the learning speed; it should be 

emphasized that the more time you give learning, the more 

accurate data can be obtained.  

3.1.10. Feedback 

When obtaining the implemented model's results, 

feedback on the model's performance and its repercussion for 

the environment in which it was implemented will be 

obtained. Therefore, to perform the feedback, it can be 

applied in percentages in relation to the responses that can be 

obtained with respect to the amount of humidity in the 

environment and, in this way, identify the degree of severity 

that can influence the population.  

The extracted data can be analyzed within the feedback 

to determine which model highlights utility and accuracy. 

These will determine if they can be less or fully automated 

during the evaluation of the models and their collection for 

feedback, to determine their adjustment and the re-

adjustment of the model that will allow the acceleration of 

the processes that will allow the update for the model of so 

that can get better results.  

3.2. Development of the Methodology  

3.2.1. Business Understanding 

Through machine learning, this system will allow the 

synthesis of a methodology, giving rise to the ability to 

improve processes by learning from their own experience 

and from the data entered to create a probabilistic model. In 

this way, the process was perfected and facilitated without 

having been specifically programmed to do so. This way, 

through climatology data, where the necessary parameters 

that influence was identified, will help us predict flood risks 

in the department of Piura, one of the places most affected by 

weather phenomena such as the El Niño phenomenon (FEN).  

The objective of the project is to identify the variables 

that influence when identifying the behavior of the climate; 

in this way, the risk of flooding can be prevented, which 

helps to mitigate the impact that it would have on the region 

where its economy is based on In national and export trade 

agriculture, one of the functions that would be had is to 

predict the behavior of the climate through these already 

identified variables and, thanks to machine learning, translate 

this information and process it for the common use of the 

inhabitants so that they take into account the possible months 

in which a natural catastrophe may occur and thus take 

preventive measures so that it does not greatly affect its 

economy and agriculture, specifically the banana plantation 

in the department of Piura between the districts of Sullana 

and Sechura.  

3.2.2. Analytic Approach 

As a second phase, define the research topic under an 

analytical approach that allows statistical graphs to be made 

with the data to ensure the project's feasibility. The analytical 

approach is used in these cases because the data that will be 

used for the project requires a statistical analysis with 

empirical results.  

3.2.3. Data Requirements 

As a third phase define that the data will be extracted 

from the free platform offered by the National Service of 

Meteorology and Hydrology of Peru (SENAMHI) through 

external data tools,  can obtain and import any web content in 

a table format, creating a set of data belonging to the web 

page. Which allows us to obtain the information in real-time 

and to be able to work it in the Excel spreadsheet. These data 

will be established with the variables aligned to the project.  

3.2.4. Data Collection 

The fourth phase starts with the data purification 

obtained through the excel spreadsheet, which will identify 

and select only the precise information, in this case, will 

focus on the data of the Department of Piura, specifically in 

the city of Sechura, which shows us the precise data that will 

be used at the time of the creation of the probabilistic system.  

3.2.5. Data Understanding 

In the fifth phase began to carry out a data extraction, 

treatment, and cleaning process (ETL) to guarantee quality 

data for the project structure. However, as the first tests, 

pilots were carried out with only 2 variables to seek the 

viability and reliability of the project. This process, in 

general, is unnecessary because there is a greater amount of 

data input, so a more optimal result can be obtained. 

However, it did it in this case because it had to accommodate 

the formats and failures in the repository export.  
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Fig.  2 Precipitation per year 

3.2.6. Data Preparation 

After cleaning and organizing the data, the sixth phase 

begins to verify its behavior with a statistical graph 

indicating the precipitation during the last years. Where it is 

shown that the year 2018 had higher rainfall Fig.2.  

This test helps us identify the reliability of the data in the 

real scenario because it is recalled that between the last 

months of 2017 and the beginning of 2018, a natural disaster 

of flood occurred in the department of Piura in Peru, caused 

by the phenomenon of the child, as shown by the behavior of 

precipitation in the graph. In this way, it attests to the quality 

of the data which are dealing.    

 

4. Results and Discussion  
4.1. Modeling  

As a seventh phase, it is proposed to declare the 

TensorFlow and Numpy libraries, respectively, that are being 

used in the Python language Fig.3. 

  

 
Fig. 3 Added Libraries 

  

Tensor Flow is an exclusive open-source platform for 

machine learning, which can be installed on a system by 

importing its web service.  

On the other hand, Numpy is a library to work with two- 

dimensional arrays in python. This way, our variables will be 

able to store the data together and orderly.   

Any IDE that supports such a language can be used for 

the python language. It is also possible to work with the 

necessary libraries for machine learning, as the developer 

likes.  

For the pilot test, use the Google platform as a 

programming tab, then proceed to declare only two variables 

for the tests, starting with the minimum temperature and the 

precipitation that are the most influential for the pilot test 

Fig.4. 
 

 
Fig. 4 Definition of variables 

 On the other hand, it could be a test with precipitation 

and years; in this way, it was possible to predict the average 

temperature of a given year, obtain a consistent result under 

verification, and check the system's reliability. Then define 

the number of layers and inputs that are going to use in the 

algorithm, in this case, only 1 input and, in the same way, 1 

single layer Fig.5. 

 

 
Fig. 5 Learning Speed Function 

 

The relationship between layers and input variables can 

be related. Finally, when defining the algorithm, the learning 

speed has been considered a variable, which has been 

established at 0.1; this will allow us to obtain a better 

response based on the data entered in Fig.6. 

 

 
Fig. 6 Definition of the Inputs 

 

During the development, it has been identified that some 

variables meet certain characteristics, such as while the speed 

time is greater, the learning will be more precise; in this way, 

the analysis of the data sent has a greater time to perform the 

calculations, this grants a higher percentage of reliability 

because it does not rush when processing them. The internal 

processes that they have would have greater precision.  

4.2. Evaluation 

In the eighth phase, we already want to evaluate the test; 

during this phase, it is important to carry out all possible 

simulations to have a data store; these will allow us to 

establish behavior to identify them later. The proposed 

simulations are carried out with real data, which are extracted 

by the measurements made in the place; that is why to start 

with the training and the necessary number of simulations so 

that the algorithm can learn the possible behaviors of the 

climate in that region Fig .7.  

 

 
Fig. 7 Training and Simulation 
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The case carried out only 10 simulations, as it was a 

pilot with few data and did not need to rewind many cases or 

scenarios. To continue with the development, we imported a 

library of graphic indicators, in this way to be able to obtain 

the results in Fig.8 graphically.  

 

 
Fig. 8 Library for graphics. Finally 

  

We can see a possible scenario that shows the 

probability of floods in the next 10 years Fig.9.  

 

 
Fig. 9 Probability of flooding in 10 years. 

 

The idea is not unreasonable because know that climate 

change and the winds of the El Niño phenomenon have 

increased today (2022-2023).  

 

4.3. Deployment 

Finally, tell our algorithm to forecast the precipitation 

for tomorrow Fig.10.  

 

 
Fig. 10 Visualization of the predictions 

Modify the system so that it can forecast the 

precipitation for the day after the pilot run and see that it 

returns 2,473, which is an unusual amount for the month of 

June during its season of the year.  

Table 1. Category 

VALUE CATEGORY 

2 ≤ X Extremely Rainy 

1.5 ≤ X ≤ 2 Rainy 

1 ≤ X ≤ 1.5 Moderately Rainy 

0.5 ≤ X ≤ 1 Slightly Rainy 

0 ≤ X ≤ 0.5 Normal 

-0.5 ≤ X ≤ 0 Normal 

-1 ≤ X ≤ -0.5 Slightly Dry 

-1.5 ≤ X ≤ -1 Moderate Dry 

-2 ≤ X ≤ -1.5 Dry 

X ≤ -2 Extremely Dry 
 

4.4. Feedback 

With two variables, logical answers can be obtained; 

according to the new data and scientific concepts, they 

indicate that the greater the amount of real data, the more 

precise the behavior pattern and, consequently, the projection 

will have less margin of error.  

This answer supports the goal of creating a probabilistic 

flood warning system; the next challenge is implementing it 

in a real scenario and adding a method to calculate 

precipitation and flooding.  

But the system not only ends with the prediction of 

precipitation but must categorize on what scale precipitation 

can become dangerous. And thus propose a mathematical 

model that helps us obtain the correct answer and, in the 

same way, convert it into an algorithm in python so that the 

system can identify it, display it, and notify.   

The value of precipitation is subject to a standardized 

and categorized scale from extremely dry and ending in 

extremely rainy; according to this scale can determine the 

danger of the prediction and be able to translate it into the 

system; on the other hand, there are limits to which each 

belongs to the category from -2 to +2 that means, the water 

accumulation in an environment Table 1.  

Consequently, to be able to send radio notifications or 

synchronize them to another system that sends the alert in 

advance to mitigate the threat of vital and material losses due 

to the flood. 

About forecasts and predictions, certain coincidences 

could be seen in the opinions of the different researchers. 

They all say that the decision-making methodology is the 

most optimal to reach the answer based on linear algebra 

methods applied to computer science. Artificial intelligence 

technologies such as machine learning or deep learning allow 

the identification of behavior and trends based on an 

algorithm synthesized according to the research needs.   

Regarding the research of the Canadians who used deep 

learning as a tool for the prediction of climate change, they 



Holiver Trujillo Moreno et al. / IJETT, 71(1), 124-133, 2023 

 

132 

obtained a 96% success in their probability [16]; it can be 

concluded that the greater the capacity of data collection 

techniques, the better results can be obtained, just like the 

Iranians regarding climate change anomalies with 97% 

accuracy [17]. By using sensors and satellite images, the 

quality and reliability of the data can be guaranteed.   

The application of Neural Networks and Machine 

learning has the potential to be applied in multiple areas; this 

is due to the concurrence of similar data. It means that while 

data with similar values are used, they can perform 

interactions in such a way that they allow us to obtain results 

that are stored and thus learn the possible results that can be 

obtained by having this data, can analyze it and apply it to 

the field to work and display the results. 

5. Conclusion  
The degree of incidence of weather currents can be 

determined with the neural network system, calculating the 

anomalies that occur during their stay in the weather. 

According to the variation of the degree with which the 

currents of El Niño and La Niña are presented, the threat and 

probability of flooding vary. While the degree of incidence is 

greater, the climatological results will be more devastating. 

Besides, the agricultural areas most likely to suffer from 

flood risk are those located on the coast, specifically in 

Sechura. Banana cultivation may be the most affected by the 

La Niña phenomenon. The months of January, February, 

March, and April have a high percentage chance of being 

very harsh for flood-prone agricultural areas. The synthesis 

of neural network models is always a challenge for 

researchers. However,  have everything needed to meet the 

specific goal. By focusing on the banana farming area 

specifically, it simplifies data upload to the system, 

facilitating processing times. Pilot tests were carried out with 

unrealistic data on the banana agricultural area, with good 

results displayed in the system. The benefit obtained by 

developing a predictive flood system is very important to 

avoid agricultural and economic losses. It is also very 

important so that the farmer can anticipate the disaster and 

can develop some contingency plan, such as diversion 

channels, to avoid losses. Finally, this system is very 

important because it opens paths to other types of research, 

such as predictions of earthquakes, hurricanes, and all kinds 

of natural disasters. The importance of probabilistic systems 

can be used to prevent disasters and mitigate losses of all 

kinds, whether natural or caused by the hand of the human 

being. Its use can even have a soccer or banking scope; it can 

even replace BI indicators and predict future scenarios at the 

pace that a company is heading; other types of disasters, such 

as seismic or climatic, can be predicted in the future.  

One of the limitations is that during the first stages when 

applying Deep learning and Machine learning, there are still 

error percentages, which can be reduced as long as the 

largest amount of data volume is made for model training. It 

requires a high capacity of computational resources to 

process these data.  
 

 

As future work, a similar model can be proposed, with 

greater scope, focusing not only on a specific city but on an 

entire region as well as on a country with a better source of 

data, such as sensors or satellites, with which more results 

can be obtained. Accurate. 
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