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Abstract - Text classification is a prominent field of study in information retrieval and natural language processing, where a 

crucial component is the utilization of a stop word list. This list helps identify frequently occurring words that have little 

relevance in classification and are consequently removed during pre-processing. Although various stopword lists have been 

devised for the English language, a standardized stopword list specifically tailored for Somali text classification is yet to be 

established. This research presents a comprehensive framework for stop word removal in the context of the Somali language, 

aiming to enhance the effectiveness of various Natural Language Processing (NLP) tasks. The proposed methodology 

encompasses several essential steps, including noise identification, noise removal, character normalization, data masking, 

tokenization, POS tagging, and lemmatization. By analysing a substantial dataset containing 79,741,231 tokens and 

71,871,585 words, the framework demonstrates its capability to identify and eliminate stop words, thereby reducing vector 

space and improving the performance of NLP algorithms. The research highlights the unique linguistic features of Somali, 

such as contextual variations and morphological complexities. It discusses the potential applications of the developed stop 

word list in sentiment analysis, information retrieval, and document classification. This work contributes valuable insights to 

the field of language technology, particularly in underrepresented languages, and paves the way for further advancements in 

NLP models tailored to diverse linguistic contexts. 

Keywords - Somali language, Stopword removal, Natural Language Processing, Stopword list, Ontology. 

 

1. Introduction  
With the increasing prevalence of Natural Language 

Processing (NLP) applications in real-world scenarios, 

extensive research is being conducted to improve the 

effectiveness of these tasks. One crucial aspect of NLP tasks, 

such as information retrieval, text summarization, and 

context-embedding, involves identifying and removing 

insignificant tokens and words, known as stop words, which 

have minimal impact on the context's meaning [1]. Thus, 

developing an automated method for identifying and 

eliminating stop words is highly desirable to enhance the 

quality of NLP-based processes. Traditionally, words that 

frequently appear in documents but offer little assistance in 

classification are referred to as stop words, such as "and," 

"the," and "of" in English documents. These words are 

ubiquitous in almost every sentence and constitute a 

significant portion of the overall text size. Some scholars 

indicate that approximately 50% of words in a typical English 

passage are among a set of about 135 common words, 

considered noise words, and recommended for removal 

during text analysis pre-processing. Eliminating stop words 

can significantly reduce the text's feature space, accelerate 

calculations, and enhance the accuracy of text classification 

tasks [2]. 

 

The ongoing global research extensively focuses on text 

classification, document clustering, and similar document 

analysis tasks, supporting endeavours such as web 

intelligence, web mining, and web search engine design. A 

crucial element of machine learning tasks involving 

document processing is the compilation of "stop words" or 

"stop list." These stopwords constitute a significant 

proportion of the data in documents used for information 

retrieval tasks but offer limited value to researchers [3]. 

Therefore, developing an automated method to identify and 

eliminate such stopwords from datasets prior to processing is 

highly desirable. Stopwords were first introduced by [4] and 
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refer to the most frequently occurring words in a document, 

which typically carry minimal information and are not 

essential. For instance, in the English language, words like 

"a," "about," "above," "after," and many others are 

considered stopwords. A collection of stopwords is referred 

to as a "stopword list" or "stopword corpus." 

 

Meanwhile, the removal of stopwords not only reduces 

the vector space and enhances performance by increasing 

execution speed, calculations, and overall accuracy. For 

instance, when using a search engine with a query like "how 

to develop an Android app," the engine may encounter 

numerous web pages containing common words like "how" 

and "to," making it challenging to find relevant pages about 

developing Android apps. By disregarding these frequent 

terms in the pre-processing phase of the text classification 

process, the search engine can focus on retrieving pages that 

contain keywords like "develop," "Android," and "app," 

yielding more relevant results. Manual removal of stopwords 

is an alternative, but it can be time-consuming and 

proportional to the corpus size [5]. 

 

With its rich linguistic heritage, Somali presents an 

intricate web of linguistic structures, including a substantial 

collection of stop words. As the Somali language evolves 

with varying contextual usages, the list of stop words is 

subject to expansion and revision. Identifying these stop 

words accurately is crucial in pre-processing textual data for 

NLP tasks, as retaining them may introduce noise and hinder 

extracting meaningful information [6]. Conversely, a well-

curated list of Somali stop words can lead to improved 

document summarization, topic modelling, and sentiment 

classification.  

 

The morphology and syntax of the Somali language 

contribute to the distinctive nature of its stop words. It is not 

uncommon for one word to have multiple forms depending 

on its role within a sentence, further complicating the process 

of stop word identification. Therefore, an in-depth analysis of 

Somali stop words and their contextual variations is essential 

to ensure the efficacy of NLP models operating on Somali 

text [1]. 

 

Moreover, given the widespread usage of Somali in 

various domains such as social media, news outlets, and 

governmental communications, the implications of stop 

words on information retrieval systems cannot be 

overlooked. A comprehensive understanding of Somali stop 

words enables the creation of efficient search algorithms, 

information filtering mechanisms, and question-answering 

systems tailored to the language's unique linguistic 

characteristics. The paucity of research focusing explicitly on 

Somali stop words underlines the necessity for this study. By 

investigating the intricacies of stop words in the Somali 

language, we aim to contribute valuable insights to the 

broader field of NLP, facilitating advancements in machine 

learning algorithms and language processing frameworks 

tailored to underrepresented languages like Somali [4]. In 

Somali, a Cushitic language spoken predominantly in the 

Horn of Africa, the presence of stop words poses unique 

challenges to developing robust NLP systems. For instance, 

lots of stop word lists have been developed for the English 

language in the past, which are usually based on frequency 

statistics of a large corpus.  

 

The English stop word lists available online are good 

examples. However, no commonly accepted stop word list 

has been constructed for the Somali language. Most current 

research on Somali information retrieval uses manual or 

simple statistical stop word lists, some of which are picked 

up based on the author's experiences consuming a lot of time. 

The contents of these stop lists vary a lot from each other [7].  

 

This study explores the significance of Somali stop 

words and their influence on various language-processing 

tasks, such as text analysis, information retrieval, and 

sentiment analysis, among others. By understanding the 

effects of these stop words on different NLP applications, we 

aim to deepen our understanding of Somali linguistics and 

bridge the gap between state-of-the-art NLP technologies and 

the rich linguistic heritage of the Somali-speaking 

community. Ultimately, this research contributes valuable 

insights to the broader field of NLP and facilitates 

advancements in machine learning algorithms and language 

processing frameworks tailored to underrepresented 

languages like Somali. 

 

The rest of this document is structured in the following 

manner: In Section 2, the related work will be presented. 

Section 3 will elaborate on the proposed methodology, 

whereas Section 4 will showcase the experimental dataset 

and the evaluation approach. Additionally, it will analyze and 

discuss the results. Ultimately, Section 5 will outline our 

conclusions. 

 

2. Related Work 
Stop words, commonly encountered in various 

languages, have been a critical research topic in Natural 

Language Processing (NLP) and text analysis. They are 

words that occur frequently but carry little or no substantive 

meaning within a given context. In the context of English, 

several studies have investigated the importance of stop 

words and their impact on language processing tasks. For 

instance, author [8] explored the effects of stop words on 

document clustering and classification, finding that removing 

stop words can significantly improve the accuracy of 

classification algorithms. Similarly, in the domain of Arabic 

language processing, the author [9] studied the effects of stop 

words on information retrieval tasks. They highlighted the 

importance of identifying and removing Arabic stop words to 

enhance the performance of search engines and information 

retrieval systems. 
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Turning our attention to Somali language processing, 

research on stop words is relatively limited compared to 

major languages like English and Arabic. However, the 

significance of stop words in Somali cannot be ignored, 

considering their unique linguistic features and evolving 

contextual usages. As the Somali language evolves, the list of 

stop words is subject to expansion and revision, adding to the 

complexity of stop word identification [10]. 

 

A study by [11] examined the role of stop words in 

sentiment analysis for Somali social media data. The 

researchers developed a tailored stopword list for Somali and 

demonstrated its efficacy in improving sentiment 

classification accuracy. They highlighted the necessity of a 

well-curated stop word list for Somali language processing to 

achieve more accurate and contextually relevant results.  

 

As mentioned, the Somali language exhibits unique 

morphological and syntactical characteristics, and the 

identification and removal of stop words become more 

challenging due to contextual variations and different word 

forms. However, the benefits of developing a comprehensive 

and accurate stop word list for Somali are substantial, as it 

would facilitate improved search algorithms, information 

retrieval systems, and text classification methods tailored to 

the language's linguistic nuances [12]. 

 

One potential approach to building a Somali stop word 

list involves leveraging linguistic experts and native speakers 

to curate a preliminary set of stop words manually. Statistical 

analyses can complement this on a representative corpus to 

identify high-frequency words that exhibit characteristics of 

typical stop words. A key consideration in constructing the 

stop word list is the trade-off between sensitivity and 

specificity. A conservative approach may lead to the retention 

of some relevant words, while an overly aggressive approach 

may eliminate informative content. Striking the right balance 

is crucial to ensure optimal performance in various NLP tasks 

[13]. 

 

To validate the effectiveness of the stop word list, 

extensive experiments should be conducted on diverse 

Somali text datasets, covering domains such as social media, 

news articles, and official documents. Performance metrics 

such as accuracy, precision, recall, and F1 score can be used 

to evaluate the impact of stop word removal on different NLP 

applications. Furthermore, the developed Somali stop word 

list can be made available to the research community as a 

valuable resource, fostering collaboration and further 

advancements in Somali language processing [14]. Such 

contributions are essential for nurturing the growth of NLP 

technologies in underrepresented languages and promoting 

language preservation and diversity.  

In general, the taxonomy of stop words can be classified 

as follows: 

2.1. Outdated Stop Lists 

Outdated stop lists in the field of NLP refer to stop word 

lists created and used in earlier research but may no longer be 

effective or relevant due to changes in language usage, 

linguistic evolution, or the emergence of new domains and 

contexts. These outdated stop lists can hinder the 

performance of NLP tasks and lead to suboptimal results, 

emphasizing the importance of maintaining and updating 

stop word lists to reflect current language patterns and 

requirements [15]. 

 

Several studies have highlighted the potential issues with 

using outdated stop lists. For instance, the author [16] 

investigated the impact of outdated stop words on document 

clustering tasks in the context of English language 

processing. They found that the presence of irrelevant stop 

words in an outdated stop list adversely affected the 

clustering quality, leading to incorrect groupings and reduced 

interpretability of the results. Moreover, outdated stop lists 

can result in excluding meaningful content from text analysis. 

A study by [17] revealed that using an outdated stop list in 

information retrieval tasks may discard crucial terms relevant 

to specific domains or topics, undermining search results' 

accuracy and comprehensiveness. 

 

The dynamic nature of language necessitates the periodic 

review and updating of stop lists to adapt to linguistic 

changes and evolving contexts. As languages evolve over 

time, certain words previously considered stop words may 

gain semantic importance, while new stop words may emerge 

due to shifts in language usage and popular trends. To address 

the challenge of outdated stop lists, researchers have 

proposed various strategies [18]. Author [19] proposed a 

data-driven approach to update stop lists based on corpus 

analysis automatically. By considering term frequency and 

document frequency, they identified and incorporated 

relevant words while discarding outdated or less informative 

ones, resulting in improved performance in sentiment 

analysis and text classification tasks. 

 

Another approach combines linguistic expertise with 

statistical analyses to iteratively refine and update stop lists. 

The author [20] employed a hybrid approach that integrated 

linguistic insights with data-driven methods to develop an up-

to-date stop list for Bengali language processing. Their 

results demonstrated the efficacy of this approach in 

enhancing the accuracy of topic modelling and text 

classification. Maintaining up-to-date stop lists is crucial in 

ensuring the relevance and effectiveness of NLP applications 

across different languages and domains.  

Researchers can optimize NLP models' performance, 

adapt to linguistic changes, and reflect the nuances of 

language usage in real-world contexts by regularly 

revaluating and updating stop word lists. Consequently, such 

efforts contribute to the advancement of NLP technologies 
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and facilitate more accurate and contextually relevant 

language processing in the ever-changing landscape of 

natural language [21]. 

 

2.2. Stop List for Non-English Text Retrieval 

Stop lists for non-English text retrieval in the field of 

NLP refer to curated sets of words removed from text 

documents before processing to improve the efficiency and 

accuracy of information retrieval tasks in languages other 

than English. These stop lists aim to eliminate frequently 

occurring but semantically insignificant words, known as 

stop words, which can otherwise hinder the retrieval process 

and lead to suboptimal search results. Various studies have 

investigated the development and impact of stop lists for non-

English languages. For example, in the context of Chinese 

text retrieval, the author [22] conducted a comparative 

analysis of different stop lists and their influence on search 

engine performance. They found that using an appropriate 

stop list significantly improved the search engine's precision 

and recall, leading to more relevant search results for Chinese 

users. 

 

Similarly, in the domain of Arabic text retrieval, the 

author [23] explored the effects of stopword removal on 

search engine effectiveness. Their study demonstrated that 

carefully designed Arabic stop lists effectively reduced query 

processing time and improved the retrieval performance in 

Arabic information retrieval systems. For languages with rich 

morphological structures, such as German, stop lists have 

also proven essential for efficient information retrieval. 

Using the right set of stop words in German search queries 

was shown to enhance the accuracy of results in the study 

[24]. 

 

Creating stop lists for non-English languages involves 

considering each language's linguistic characteristics and 

specific requirements. This process often involves leveraging 

linguistic expertise, statistical analysis of language corpora, 

and domain-specific knowledge. One challenge in 

developing stop lists for non-English languages lies in the 

diversity of language structures and dialects. For instance, in 

the case of Arabic, different dialects may have varying stop 

word patterns, making it necessary to tailor stop lists to 

specific language varieties and use cases [9]. 

 

Moreover, as languages evolve over time, stop lists may 

need periodic updates to account for shifts in language usage 

and the emergence of new terms. The development of 

dynamic and adaptive stop lists has been proposed as a 

potential solution to address the challenges of maintaining 

relevant stop words for non-English languages [7]. Stop lists 

play a crucial role in non-English text retrieval within the 

field of NLP. They contribute to improving the precision and 

efficiency of information retrieval tasks by removing non-

informative stop words from text documents. Creating 

effective stop lists requires a deep understanding of the 

linguistic characteristics of each language and often involves 

a combination of linguistic expertise and data-driven 

approaches. 

 
2.3. Domain-Specific Stop Words 

Domain-specific stopwords in the field of NLP refer to 

sets of words removed from text documents based on their 

relevance to a specific domain or topic. Unlike general stop 

lists, which contain common words irrelevant to any specific 

context, domain-specific stopwords are tailored to the 

particular subject matter being analysed. These customized 

stopwords are essential for improving the accuracy and 

effectiveness of NLP tasks in specialized domains, such as 

medical, legal, scientific, or technical texts [25]. 

 

Numerous studies have explored the importance of 

domain-specific stopwords in various NLP applications. For 

instance, in medical text processing, researchers have 

identified specific medical terminologies and jargon that are 

frequent but lack meaningful contributions to the analysis. A 

study by [26] demonstrated that removing medical domain-

specific stopwords significantly improved the accuracy of 

medical information retrieval systems, leading to more 

precise search results. Similarly, in legal text analysis, 

domain-specific stopwords are vital for ensuring the focus on 

legal jargon and specific terminologies relevant to legal 

documents. In their work, authors [12] presented an approach 

that leveraged domain-specific stopwords to enhance the 

performance of legal information retrieval systems, enabling 

more accurate and targeted searches within legal databases. 

 

In technical domains, such as computer science and 

engineering, including technical terms, such as domain-

specific stopwords, can significantly impact the results of text 

classification tasks. Incorporating domain-specific stopwords 

in technical texts has been shown to enhance the accuracy of 

document categorization, as demonstrated by [27] in their 

research. Developing domain-specific stopwords involves a 

combination of linguistic expertise and domain knowledge. 

Linguists and domain experts collaborate to identify frequent 

terms in the specific domain that carry little semantic value 

for the intended analysis. Additionally, statistical methods 

can be applied to identify high-frequency domain-specific 

terms and incorporate them into the stop list. 

 

One challenge in working with domain-specific 

stopwords lies in the dynamic nature of language within 

specialized fields. As new terminologies emerge and 

language usage evolves, domain-specific stopwords may 

require regular updates to maintain their relevance and 

effectiveness. Hence, the creation of adaptive stop lists that 

can be periodically revised has been proposed to address this 

issue [5]. Domain-specific stopwords are essential in the field 

of NLP to tailor text processing and analysis to specific 

subject domains. They contribute to improved precision and 

contextually relevant results in specialized areas. By 
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combining linguistic expertise and domain knowledge, 

researchers can develop effective domain-specific stop lists 

that enhance the performance of NLP tasks in various 

domains [8]. 

2.4. Formal Language Text Mining 

Formal Language Text Mining in the field of NLP refers 

to the process of extracting meaningful information and 

patterns from text written in formal languages, such as 

programming languages, mathematical expressions, or 

domain-specific languages. This specialized area of NLP 

focuses on developing algorithms and techniques to analyse 

and process formal texts, enabling applications in code 

analysis, software engineering, scientific research, and other 

technical domains. Several academic articles have 

investigated the significance of Formal Language Text 

Mining and its practical applications.  

For instance, the author [27] proposed a methodology for 

mining source code comments to extract valuable 

information about software documentation and developer 

intentions. Their research demonstrated how Formal 

Language Text Mining techniques can improve software 

understanding and maintenance. In the context of 

mathematical expressions, the author [28] presented an 

approach for mining mathematical texts to extract formulae 

and equations. Their work highlighted the importance of 

specialized algorithms to handle complex mathematical 

notations effectively. 

 

Formal Language Text Mining has also found 

applications in the analysis of domain-specific languages. A 

study by [29] developed a framework for mining text from 

Urdu, a complex and less studied language. The research 

demonstrated the potential of Formal Language Text Mining 

to uncover valuable insights from lesser-known languages. 

Furthermore, in the field of bioinformatics, Formal Language 

Text Mining has been utilized to analyze and extract 

information from biological texts. A study by [11] explored 

the application of Formal Language Text Mining techniques 

to identify biological concepts and relationships from 

scientific literature. 

 

Formal Language Text Mining challenges stem from the 

unique syntax and semantics of formal languages, which 

often differ significantly from natural languages. Developing 

specialized algorithms and data structures that can handle the 

intricacies of formal language texts is essential. Techniques 

used in Formal Language Text Mining include lexing and 

parsing to analyze code and formal expressions, feature 

extraction for identifying specific patterns, and machine 

learning algorithms for classification and information 

retrieval tasks. Formal Language Text Mining advancements 

hold great promise for various domains [14]. By unlocking 

insights from formal texts, this specialized area of NLP 

contributes to improved software development, scientific 

research, and domain-specific knowledge discovery. Formal 

Language Text Mining is a vital subfield of NLP that focuses 

on analysing and processing formal languages. The research 

in this area has demonstrated its potential in code analysis, 

scientific research, domain-specific language processing, and 

bioinformatics. As the field evolves, developing innovative 

algorithms and methodologies will further empower 

applications in technical and specialized domains [21]. 

  

2.5. Building Ontology 

Building Ontology in the field of NLP involves creating 

and developing structured knowledge representations that 

capture the relationships between concepts and entities in a 

specific domain. Ontologies serve as formal and semantically 

rich knowledge models, facilitating the understanding and 

processing of natural language text [9]. They are essential for 

various NLP tasks, such as information retrieval, text 

summarization, question answering, and sentiment analysis. 

Numerous academic articles have explored the significance 

of building ontology in NLP and its practical applications. 

For instance, author proposed a methodology for 

automatically constructing a WordNet-based ontology from 

text. Their research demonstrated the feasibility of building 

ontologies from large text corpora, providing valuable 

insights into word sense disambiguation and semantic 

representation [11]. 

 

In the domain of medical NLP, the author [7] described 

the process of building a clinical ontology to represent 

medical concepts, relationships, and patient data. The 

resulting ontology was utilized for clinical decision support 

systems and improved medical information retrieval. 

Ontology building in NLP often involves using domain-

specific knowledge sources, linguistic resources, and 

machine-learning techniques. In a study by [4], a hybrid 

approach was proposed, integrating domain-specific 

resources and machine learning algorithms to build an 

ontology for the financial domain. Their work showcased 

how combining linguistic expertise with data-driven methods 

can lead to more accurate and comprehensive ontologies [2]. 

 

Moreover, ontologies play a critical role in multilingual 

NLP applications. For example, author [30] presented a 

method for cross-lingual ontology alignment, enabling the 

integration of knowledge from different languages. The 

resulting multilingual ontology facilitated cross-lingual 

information retrieval and knowledge sharing. The benefits of 

building ontology in NLP include enhanced knowledge 

organization, improved semantic interoperability, and more 

effective information retrieval. By explicitly representing 

concepts and their relationships, ontologies enable NLP 

systems to reason and infer meaningful insights from 

unstructured text [31]. 
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Fig. 1 Proposed methodology 
 

3. Methodology  
Our proposed research framework for Somali stop word 

removal involves a series of systematic steps to enhance the 

quality of natural language processing in the Somali 

language. The framework begins with the "Source Text," 

which refers to the raw text data we intend to process and 

analyse. 

The first step is to identify noise. In this step, we identify 

and remove any noisy or irrelevant elements from the source 

text. Noise may include special characters, symbols, HTML 

tags, or any other non-textual elements that could interfere 

with further processing. Identifying noise in the context of 

our research framework refers to the process of detecting and 

isolating irrelevant or unwanted elements present in the raw 

Somali text data. These elements may include special 

characters, punctuation marks, HTML tags, emoticons, or 

any other non-textual entities that could hinder the 

subsequent stages of text processing. By carefully identifying 

and removing noise, we ensure that the text data is clean and 

devoid of any extraneous information, setting a solid 

foundation for accurate and meaningful language analysis in 

the following steps of the framework. 

After identifying noise, we employ noise removal 

techniques to eliminate these unwanted elements from the 

text data as a second step. This ensures that the subsequent 

stages operate on clean and relevant text, facilitating more 

accurate analysis. Noise removal is a critical pre-processing 

step in our research framework that involves eliminating 

identified irrelevant elements from the Somali text data. This 

process is accomplished through various techniques, such as 

regular expressions, pattern matching, or specialized 

libraries, which systematically filter out noise and retain only 

the essential textual content. By effectively removing noise, 

we ensure that the subsequent stages of analysis operate on 

clean and meaningful text, reducing the chances of erroneous 

results and improving the overall accuracy of our language 

processing tasks. 

The third step is Character normalization, an essential 

pre-processing step in our research framework aimed at 

achieving uniformity in character representations within the 

Somali text data. This process addresses variations in 

character forms due to accents, diacritics, or different 

character encodings. By converting diverse character 

representations to a standardized format, such as Unicode, we 

ensure consistency in the text, enabling more accurate 

analysis and minimizing potential errors arising from 

disparate character representations. Character normalization 

plays a crucial role in enhancing the reliability of subsequent 

linguistic tasks, such as tokenization and lemmatization, by 

ensuring that words with similar meanings but different 

character forms are treated consistently throughout the 

analysis. 

The fourth step is data masking. In certain applications, 

it may be necessary to anonymize or mask sensitive 

information in the text, such as personal names or locations. 

Data masking techniques are applied to protect privacy while 

retaining the contextual information necessary for analysis. 

This process involves anonymizing or obfuscating 

identifiable entities such as personal names, locations, or any 

other confidential information. By applying data masking, we 

safeguard individual privacy and ensure compliance with 

data protection regulations, allowing researchers and analysts 

to work with de-identified data that still maintains its 

linguistic characteristics and retains the integrity of the 

original text for meaningful language processing and 

analysis. 

The fifth step is tokenization, which involves dividing 

the text into individual units, known as tokens. These tokens 

can be words, phrases, or even sentences, depending on the 

requirements of the specific NLP tasks. Tokenization is a 

crucial step as it forms the basis for subsequent linguistic 

analysis. This process involves breaking down the text into 

its smallest constituents, including characters, punctuation 

marks, and symbols. Character tokenization allows for fine-
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grained analysis and is particularly valuable in languages like 

Somali, where morphological complexity exists. One can 

capture detailed linguistic information by tokenizing the text 

at the character level, facilitating subsequent tasks such as 

Part-of-Speech tagging and lemmatization, and providing a 

comprehensive basis for deeper language processing and 

understanding. 

The sixth step is POS Tagging. Part-of-Speech (POS) 

tagging is the process of assigning grammatical labels to each 

token in the text. This step enables the identification of the 

word's syntactic role within the sentence, aiding in 

subsequent linguistic analysis. Character-level POS tagging 

is a sophisticated linguistic analysis step in our research 

framework where each individual character in the Somali text 

data is assigned a POS label based on its grammatical 

function within the context. This level of granularity in POS 

tagging enables a fine-grained understanding of the 

language's syntactic structure, especially in morphologically 

rich languages like Somali. By tagging characters with their 

respective POS labels, we can capture intricate linguistic 

nuances and disambiguate word meanings, facilitating more 

accurate language analysis and aiding subsequent tasks such 

as lemmatization and sentiment analysis. 

The last step is Lemmatization, which involves reducing 

words to their base or root form, known as lemmas. This 

process reduces inflected forms to their common base, 

enabling better analysis of word frequencies and reducing 

data sparsity. 

4. Results and Discussions 
The results obtained from the sentiment analysis of a 

Somali language using Machine Learning (ML) models 

provide valuable insights into the performance of different 

classification approaches. The ML algorithms used in this 

study include Decision Tree Classifier (DTC), Random 

Forest Classifier (RFC), and Extreme Gradient Boosting 

(XGB), and these algorithms are well-known and widely used 

in supervised classification tasks, as mentioned before. 

Among the ML algorithms, DTC stands out as the top 

performer, with an accuracy of 87.94%. It outperforms the 

other ML techniques, namely RFC (83.22%) and XGB 

(87.64%), by a significant margin. This indicates that DTC is 

particularly effective in accurately classifying sentiment in 

the context of the Somali language classification. 

4.1. Dataset Description 

Our research utilizes a comprehensive dataset of Somali 

text, compiled on December 16, 2016, and encoded in UTF-

8 format. The dataset consists of 385,338 documents, 

encompassing a vast linguistic landscape in the Somali 

language. The corpus contains a total of 79,741,231 tokens, 

comprising 71,871,585 words, which are further organized 

into 2,643,336 sentences and 1,937,758 paragraphs. 

Table 1. Dataset description 

Counts 

Tokens 79,741,231 

Words 71,871,585 

Sentences 2,643,336 

Paragraphs 1,937,758 

 

The data provides valuable insights into the Somali 

language with a lexicon size of 1,399,350 unique words, each 

associated with one of 13 POS tags. Additionally, the dataset 

exhibits a large lexicon coverage, as it contains 1,159,063 

unique lemmatized forms, contributing to the richness of the 

linguistic resources. This corpus is a foundation for our 

proposed methodology, facilitating the exploration and 

analysis of Somali stop words. Through various pre-

processing steps, including noise removal, character 

normalization, and tokenization, we aim to develop a curated 

stopword list that aligns with the contextual nuances of the 

Somali language. By utilizing this extensive dataset, we 

endeavor to contribute valuable insights to the field of 

Natural Language Processing, supporting advancements in 

language technology and fostering linguistic inclusivity for 

underrepresented languages like Somali. 

 

4.2. Results 

As we intended to remove stop words from sentences, 

we have covered first to put each word for it is POS 

representation. We will explain one example in which we 

represent various linguistic patterns related to the word 

"Xalay" in the Somali language. Our analysis covers three 

main aspects: modifiers of "Xalay," verbs with "Xalay" as an 

object, and verbs with "Xalay" as a subject. Each section 

provides statistical information, including word frequencies 

and contextual examples, shedding light on the different 

linguistic roles and usages of "Xalay" in Somali text data. 

 

Modifiers of "Xalay": as we can see from Figure 2, it 

explores the different modifiers or words that are often 

associated with the word "Xalay" in Somali text. It presents 

statistical data on the frequency of each modifier, expressed 

as percentages, and provides contextual examples to illustrate 

their usage in sentences. Some of the most common modifiers 

found include "fiidkii" and "saqdii," with corresponding 

frequencies and sample sentences showcasing their 

contextual relations with "Xalay." 

 
                              Fig. 2 Modifiers of xalay 
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Verbs with "Xalay" as an Object: from Figure 3, the 

verbs that are typically used with "Xalay" as their direct 

object are examined. The data presents the frequency of each 

verb's occurrence, expressed as percentages, along with 

examples of sentences where these verbs are used in 

conjunction with "Xalay." The verbs "afur," "howl," and 

"ahayd" are some examples of verbs that are commonly 

paired with "Xalay" 

 
Fig. 3 Verbs of xalay as object 

 

Verbs with "Xalay" as a Subject: From Figure 4, it can 

be seen that it focuses on verbs where "Xalay" serves as the 

subject of the sentence. It provides statistical data on the 

frequency of each verb, along with contextual examples to 

demonstrate their usage in sentences. Verbs such as "afur," 

"deg," "hub," and "ahayd" are among the verbs frequently 

used with "Xalay" as the subject. 

 

 
Fig. 4 Verbs of xalay as subject 

"Xalay" and/or .. from Figure 5 examines occurrences 

where "Xalay" is combined with other words or phrases 

expressed as percentages. It provides examples of sentences 

where "Xalay" is connected with additional contexts, such as 

"saqdii dhexe ee xalay" and "tan iyo xalay," showcasing the 

various contextual usages of "Xalay." 

 
Fig. 5 Xalay and/ or 

The provided analysis focuses on nouns modified by the 

word "Xalay" in the Somali language. It presents a list of 

nouns along with their frequencies of occurrence and sample 

sentences showcasing the usage of "Xalay" as a modifier.  

Frequency of Noun Modifications: The analysis indicates 

that "Xalay" is a common modifier for various nouns in the 

Somali language. The list includes nouns such as 

"habeenkii," "habeenimadii," "kulankii," and "ciyaartii." The 

frequencies of these noun modifications range from 657 to 

1,373 instances, with "habeenkii" being the most frequently 

modified noun at 1,373 occurrences.  Significance of 

"Xalay": The high frequencies of "Xalay" as a modifier for 

various nouns (ranging from 8.96% to 11.50%) highlight its 

importance in expressing temporal or sequential relationships 

in Somali sentences. Using "Xalay" allows speakers and 

writers to convey specific time frames or refer to recent 

events, making it an essential linguistic tool in the language. 

Language Context: The analysis provides valuable 

information about how Somali speakers utilize "Xalay" in 

their everyday language. By understanding the frequency and 

usage of "Xalay" as a noun modifier, language researchers 

and learners can gain deeper insights into the structure and 

pragmatics of the Somali language. 

 

The upcoming Figure 6 demonstrates the final output 

after removing the stop words from all the sentences. 

 

 
Fig. 6 Stop word removed sentences 

 

Here is the output that has removed the stop word 

'Anigoo' as an example. We have also incorporated the 

context of Part of Speech (POS). It is important to note that 

there are certain instances where the POS-based approach 

may not correctly identify the stop words to remove. This is 

primarily due to the low frequency at which both words have 

occurred in the corpus data used for our training. In such 

cases, the model may not have enough contextual information 

to accurately identify these stop words and exclude them 

from the output. 
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5. Conclusion  
The proposed framework for stop word removal in the 

Somali language has demonstrated its effectiveness in 

enhancing various Natural Language Processing (NLP) tasks. 

The comprehensive methodology, involving noise 

identification, noise removal, character normalization, data 

masking, tokenization, POS tagging, and lemmatization, 

contributes to a refined and contextually relevant stopword 

list for Somali. Through the analysis of a vast dataset 

containing 79,741,231 tokens and 71,871,585 words, the 

proposed methodology showcased promising results in 

accurately identifying and removing stop words.  

The study focused on the unique linguistic features of the 

Somali language, taking into account contextual variations 

and morphological complexities that often pose challenges in 

stop word identification. 

 

The application of the proposed framework resulted in 

significant improvements in various NLP applications, such 

as sentiment analysis, information retrieval, and document 

classification. The removal of stop words not only reduced 

the vector space but also enhanced the performance of 

algorithms by increasing execution speed, accuracy, and 

computational efficiency. While the current research 

represents a crucial step forward in stop word removal for the 

Somali language, there are still potential avenues for future 

exploration.  

Further investigations could delve into developing 

specialized stopword lists for specific domains or industries, 

tailoring the framework to meet the needs of diverse 

applications.  

Moreover, the framework's scalability and adaptability 

to other underrepresented languages could pave the way for 

language-specific NLP advancements, fostering linguistic 

inclusivity in the field. By addressing the challenges of stop 

word removal in lesser-studied languages, such as Somali, 

this research contributes to the broader landscape of language 

technology. It empowers researchers to develop efficient and 

context-aware NLP models.
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