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Abstract - Computer vision is a subset of artificial intelligence (AI), which is used to extract meaningful data from images. 

It provides different features such as object detection, edge detection, image classification etc. Edge detection is very useful 

in industries like the civil industry, agriculture industry, autonomous vehicles, facial recognition, manufacturing, etc. 

Using opencv, we can use different edge detection operators to get object edges and detect objects. The main problem with 

dimension detection is the edges. Edges are one of the important characteristics of the image, which can provide us with 

very useful information about the object. Though edge detection is a very old topic, there is still no solid study to explain 

which edge detection method will work best for dimension detection. So here is a comparative analysis to find which edge 

detection algorithm performs best for dimension detection to locate excellent edges that will generate decent contours. All 

edge detection systems' effectiveness needs to be evaluated. The edges of the image may be extracted using a variety of 

edge detection algorithms, and the performance can be judged using metrics like signal-to-noise ratio (SNR), structural 

similarity index measure (SSIM), entropy, peak signal-to-noise ratio (PSNR), mean squared error (MSE). In this paper, in 

addition to first derivative operators like sobel, robert, and prewitt, gaussian-based algorithms, the laplacian of gaussian, 

and the canny edge detector have also been taken into consideration. It is experimentally observed that the sobel operator 

is performing better than others, with an average SNR value of 1.1730. 

Keywords - Opencv, Edge detection, Dimension detection, Image segmentation, Prewitt, Sobel, Laplacian of 

gaussian, Canny, Robert. 

 

1. Introduction 
One of the most effective techniques in the business 

for finding an object's dimensions in real-time is called 

"dimension detection" so that the industrial resource 

management cost can be reduced. This paper provides the 

necessary review of edge detection operators so that users 

can find the better-performing one to get object edges. 

This is a crucial subject in computer vision issues. As 

previously mentioned, this paper also demonstrates a 

method for instantly calculating measures from images. 

For detecting the dimensions of the object system must use 

an edge detector that would yield uniform and fully 

connected contours. However, there is a lack of research 

on which edge detector algorithm will perform best for 

contour detection. Other research and comparative studies 

show that the sobel operator performs better based on the 

number of edges detected when it comes to edge detection 

but does not perform well for contour detection. So here is 

a comparative analysis to find which edge detection 

algorithm performs best for dimension detection to locate 

excellent edges that will generate decent contours. In order 

to detect the item, it essentially employs a webcam. After 

finding the thing, it applies an edge detector operator to 

display its measurements in the given units in real-time. 

Utilising this approach has several benefits, including the 

fact that it is highly beneficial in the industrial sphere and 

simplifies human work. To determine each item's size, one 

must first determine the reference object. It is the Aruco 

marker in this instance. Following that, the dimensions of 

the items in relation to the reference are measured or 

computed, leading to the display of the object's size[5]. 

An image consists of many characteristics like the 

object's size, colour, orientation and contours. For 

dimension detection, the main aspect is the object's shape, 

which can be given by contours, but to find contours, the 

object's edges must be detected [24]. This study and 

analysis of various edge detection algorithms makes 

recommendations for the most effective one so that the 

edge detector can determine the image dimensions. 

2. Literature Review 
Dimension detection is a key concept when it comes 

to making the right or wrong understanding of whether 

parts or products have been worked or assembled 

according to desired specifications. The main practice of 

dimension detection is in civil corporations. Real-time 

dimension detection deals with image processing, enabling 

us to detect objects' dimensions in real-time. 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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F. Chen et al. offer a more effective technique for 

determining the local fractal dimensions. In place of the 

missing data, they have added 0 as an alternate value. 

When certain border pixel neighbours in the local windows 

are not available, then replayed a few values available. The 

main drawback of this method is that it cannot detect edges 

for the homogeneous textured surface[1]. 

Israni S. et al. worked on edge detection of license 

plates. They have used a sobel operator for edge detection 

and to locate picture edges, employing derivative 

approximation. The sobel operator offers the advantage of 

flattening the image's random noise. The drawback here is 

that the authors are only focussing on signals and not 

considering the noise associated with the operators [2]. 

Hanmin yeet et al. presented an optimised picture 

edge detection method. To increase the algorithm's 

performance against noise, they integrate bm3d and 

prewitt operator de-noising. The prewitt operator has 

multiple applications because of its simple calculation and 

the drawback being poor anti-noise performance [3]. 

Achal sharma et al. have done the analysis of sobel 

edge detection for face recognition, where the edges from 

digital images are used to identify faces. The Sobel edge 

detection method is based on the horizontal and vertical 

convolution of the image. Here they are unable to detect 

complex edges[4]. 

Shweta pardeshi et al. proposed an augmented 

technique for finding real-time measurements of objects 

and detecting objects. They employed a combination of AI 

and IoT technologies like opencv and webcam. Webcam 

and white paper backgrounds were used to detect images 

with a canny edge detector[5]. 

G. Xin et al. have suggested a more accurate clever 

edge-detecting method. The reason behind this idea was 

that traditional canny edges were unable to perform on 

color images. Authors have proposed an algorithm 

containing a quaternion weighted average filter, 

calculation of the vector sobel gradient, and interpolation-

reliant non-maxima suppression. The main drawback is 

that the proposed method is very computationally 

expensive[6]. Theodora sanida et al. have implemented the 

5 x 5 sobel kernel using opencl and compared the outputs 

of both 3 x 3 and 5 x 5 kernels for experimental 

analysis[7]. 

L. Cao et al. have used an adjustable median filter 

algorithm to remove the garment image noise. They 

employed a quick fuzzy edge-detection technique to 

identify the edges of clothing photos. They also used a 

freeman code-based approach to locate the corner points. 

They successfully eliminated impulsive and non-impulsive 

noise from pictures using an adaptive median filter. This 

method is computationally expensive[8]. 

Y. Zhang et al. utilised the laplacian of the gaussian 

operator, the canny operator, and the modified sobel 

operator to enhance edge detection results. Noise from the 

picture is removed using morphological smoothness and 

applied techniques for image fusion[9]. 

Jayshree deka et al. proposed fractional order 

derivatives based on sobel, prewitt and laplacian operators. 

They used a dataset of freshwater fish images and 

evaluated the performance of their system with the help of 

MSE, PSNR, SSIM and FSIM, the four metrics used in the 

image quality assessment (IQA) process[10]. Yolanda 

ferandji et al. proposed research regarding the best 

operators to identify the character of the word lontara in 

Sanskrit manuscripts. In this research, authors have used 

both qualities of images, good as well as poor. MSE 

parameter was used to measure the operator performance, 

but this study is only limited to a small use case[11]. 

P. Prathusha et al. morphological operation and 

masking to suggest an improved sobel, prewitt, robert 

operator. The crab photos are given thick images, and the 

useless edges are removed. Basically, they compared 

enhanced operators with older ones and found that 

enhanced ones are much better[12]. A. Jain et al. have 

researched numerous edge detection techniques and 

various operators. They have found that bio-inspired 

algorithms are better than traditional algorithms[13]. 

Md khurram et al. have presented techniques for 

extracting colour and form to detect fruits. Fruits are found 

and sorted using canny edge detection[14]. Hongli lu et al. 

have proposed an algorithm which improved canny 

obstacle edge detection. Using this algorithm, one can get 

a more accurate obstacle edge which is important for 

removing obstacles of wall cleaning robots. However, the 

selection of gradient templates largely depends on prior 

knowledge[15]. 

 

3. Methodology 
Figure 1 shows the flow of the system used for 

comparative analysis of edge detection algorithms for 

real-time object detection. 

 
Fig. 1 Proposed Workflow 
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3.1. Sobel Operator 

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2 Sobel Operator 

 

Edges can be extracted by applying changes in pixel 

intensity. To mark the edges, we will observe the 

differences in the intensity of surrounding pixels[25]. Two 

masks make up sobel edge detection, one of them is 

helpful for vertical edge identification, and the second 

helps for identifying horizontal edge identification. Each 

mask works to identify and calculate the gradient effect 

horizontally and vertically in both directions. As with other 

processes, the first step is to read the image and generate 

the pixels accordingly, then apply filters by convolving the 

image [1][2][3]. After the process of masking, the image is 

convolved into the initial picture. Given gx and gy to the 

horizontal and vertical convolutions. One can specify the 

threshold values to be "T". Using this, calculate gradient 

‘g’, which will be calculated using the formula given as 

{square root[(gx^2) + (gy^2)]}. So, please take a look at 

the first pixel, let's say m. If g is bigger than the t form, 

then go on to the next surrounding pixel and repeat the 

process[5]. The kernels which are used for sobel edge 

detection are: 

Gx = 

-1 0 1 

-2 0 2 

-1 0 1 

Gy  = 

1 2 1 

0 0 0 

-1 -2 -1 

• Using the vertical kernel of the types would result in 

edges which will be pointing towards the x-

direction[5]. 

• Using the horizontal kernel of the types would result 

in edges which will be pointing towards the y-

direction[5]. 

• Let gx and gy stand in for the x and y directional 

intensity gradients, respectively. If a and b denote the 

x and y kernels defined above: 𝐺𝑥 = a*i and 𝐺𝑦 = b*i 

… (‘*’ = convolution operator, i = input image) 

• The final approximation of the gradient magnitude is 

calculable as 

              𝐺 =  √𝐺𝑥
2 + 𝐺𝑦

2………………………….(1) 

3.2. Prewitt Operator 

Edge detection is achieved with this operator. Edges 

may be determined by calculating the difference between 

neighbouring pixels' brightness in a picture. It is the first 

derivative operator that uses the concept of derivative 

masking. As an image is being signalled to change in 

signal, that signal can be measured using differentiation. 

Due to which this is said to be the derivative operator or 

derivative mask [10][9]. 

 

All derivative masks must contain below 

characteristics: 

• Masks should include opposite signs. 

• Both mask’s collective addition should be zero. 

• As weight increases, edge detection gets better. 

 

Generally, there are two masks provided by the 

prewitt operator. One is used to detect edges vertically, and 

one is used to detect edges in the horizontal direction.[8] 

 

3.2.1. Vertical Direction 
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-1 0 1 

Memory 

Control 

3*3 

Buffer  
Comparator 

S>Threshold 

Sx = 

1   2   1 

0   0   0 

-1 -2 -1 

 

|S|=|Sx|+|S

y| 

Sy = 

1   0  -1 

2   0  -2 

1   0  -1  



 Dipmala Salunke et al. / IJETT, 71(2), 61-70, 2023 

 

64 

Because the zeros column is positioned vertically, the 

above mask will detect edges in that direction. This mask 

will give you the vertical borders of a picture when you 

convolve it with one.[8] 

 

3.2.2. Horizontal Direction 

-1 -1 -1 

0 0 0 

1 1 1 

Because the zeros column is oriented horizontally, the 

above mask will show edges in that direction. This mask 

would have obvious horizontal borders when it was 

superimposed over an image[7]. 

 

This mask will make an image's horizontal edges 

shine out. It determines the difference between pixel 

intensity across a certain edge and operates similarly to the 

above mask. However, since the middle row of the mask is 

entirely made up of zeros, it instead calculates the 

difference between the pixel intensities of an edge above 

and below edges rather than using the edge's original 

values from the original picture, boosting the important 

shift in intensities and increasing edge exposure. Both of 

the mentioned masks conform to the derivative mask 

principle. The opposite signs are present for both masks, 

and the sum of the two masks is zero. Given that both of 

the mentioned masks are standardised and that their values 

cannot be changed by us, the third criterion will not apply 

to this operator[9]. 

 

3.3. Robert Operator 

Using robert cross operations, it is easy and efficient 

to compute two-dimensional measurements of gradients on 

the picture. That is why it can be said that robert will give 

insights into the greater spatial frequencies which correlate 

with the edges. Pixel values are visible, which will show 

the expected values of the spatial gradients of the input at a 

certain point.[11] theoretically, it has the convolution 

kernels of two, which is 2 × 2 (shown in figure 1). Robert 

and sobel operators have quite similar work.[10] 

      Gx = 

1 0 

0 -1 

      Gy =    

0 1 

-1 0 

These kernels, one for each of the two perpendicular 

orientations, are made to react as much as possible to 

edges that run at a 45° angle to the pixel grid. The kernels 

can be individually used to measure the gradient 

component in each direction in the input image (call these 

gx and gy). The absolute size and direction of the gradient 

at each site may be calculated by combining these. Given 

by the gradient's magnitude is :[10] 

 

|𝐺| =  √𝐺𝑥
2 + 𝐺𝑦

2…………………………(2) 

 

The estimated magnitude is calculated by: 

|𝐺| = |𝐺𝑥 +  𝐺𝑦| …………………………(3) 

 

This is faster for computing. 

In relation to the orientation of the pixel grid, the 

angle at which the edge producing the spatial gradient is 

oriented is given by: 

 

𝐴𝑛𝑔𝑙𝑒(𝜃) =  ( 
𝐺𝑥

𝐺𝑦
) −  

3𝜋

4
…………………(4) 

                            

In this instance, orientation 0 is understood to signify 

that the direction of the image's highest contrast, from 

black to white, travels from left to right. Subsequent angles 

are then measured counterclockwise from this.[9] 

 

Canny edge operator 

This algorithm is divided into the following steps [9]: 

 

3.3.1. Grayscale Conversion 

The first and most important step in using this 

algorithm is to convert the input image into the grayscale 

format. The grayscale format makes images much 

smoother and more realistic to work on. 

3.3.2. Noise Reduction using Gaussian Filter 

As edge detection is susceptible to noise in the image. 

So, a gaussian filter must be used to eliminate the image's 

noise (gaussian blur). This noise can be supposed as edges 

due to sudden intensity change by the edge identifier. One 

of the solutions to clear the noise is by using gaussian 

kernels of certain sizes, i.e., 3×3, 5×5, 7×7 etc. A Gaussian 

kernel is directly proportional to a gaussian blur, which 

means blur will be minimum if the gaussian kernel is the 

smallest. This kernel ensures that the image gets blurred 

and noise gets removed. The gaussian filter kernel 

equation is 

𝐺𝜎 =  
1

2𝜋𝜎2 𝑒
−

(𝑥2+𝑦2)

2𝜎2 ……………………(5)                                      

 

3.3.3. Gradient Calculation 

This step mainly focuses on edge direction as well as 

intensity. These gradients are identified by using a sobel 

filter, and edges come into the picture when an image's 

colour changes, so the image's intensity also changes. Both 

horizontal (x) and vertical (y) observations of this intensity 

variation are made. 
 

The derivatives ix and iy with respect to x and y are 

computed when the image is smoothed. Convoluting it 

with the sobel kernel's horizontal kx and vertical ky 

achieves this. 
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Sobel kernels: 

𝐾𝑥 = [−1 0 1 − 2 0 2 − 1 0 1 ],   
𝐾𝑦 = [1 2 1    0 0 0 − 1 − 2 − 1 ] 

 
After using these kernels, the magnitude g and the 

slope θ of the gradient are calculated. 

 

|𝐺| =  √𝐼𝑥
2 + 𝐼𝑦

2  , …………………………(6)                            

𝜃(𝑥, 𝑦) = (
𝐼𝑦

𝐼𝑥
) …………………………(7) 

 

3.3.4. Non-maximum Suppression 

Before this step, the extracted edges were much 

thicker, but the final image or output image should have 

thin edges. The edges are thinned out using non-maximum 

suppression. The pixels with the highest value in the edge 

directions are found by iterating over all the points on the 

gradient intensity matrix. It finds two neighbours for each 

pixel in positive as well as negative gradient directions. 

 

3.3.5. Double Thresholding 

Finding three categories of pixels—strong, weak, and 

irrelevant—is the main goal of this stage. Here, gradient 

magnitudes are compared with two threshold values. The 

first one is lower than the second. Strong pixels have high 

intensity and are considered for the final edge. Weak 

pixels do not have that much intensity to be considered 

strong ones but have that much intensity to not be 

considered non-relevant pixels and, other than this, are all 

non–relevant pixels. A higher threshold is considered to 

identify the strong pixels. The hysteresis approach (the 

next step) will enable us to determine which pixels are 

significant and which are irrelevant for all pixels with 

intensities between the upper and lower thresholds. 

3.3.6. Edge Tracking using Hysteresis 

It works on the result produced by threshold if and 

only if weak pixels are converted to strong pixels, and the 

pixel around that weak pixel is strong. After this, the pixels 

that would be considered for the final edge map shall be 

found. 

 

3.3.7. Cleaning Up 

In this final step, the remaining frail edges will be 

crossed by us and set to 0, which will show the final 

output. 

 

Laplacian of Gaussian 

Laplacians are the derivative filters. Derivative filters 

are affected by the noise, so it is important to smoothen the 

image using gaussian filters before using laplacian. This 

process is known as the laplacian of gaussian. It operates 

on an image's second derivative. If the image is uniform in 

nature, the laplacian of gaussian will give 0[10]. It 

responds negatively to the lighter side and positively to the 

darker side. The result will change if there is a sharp edge 

between any two regions given by laplacian gaussian as – 

(i) response will be zero if it is away from the edge. 

(ii) response will be positive if it is just to one side of it. 

(iii) response will be negative if it is just to the other side 

of it. 

 

The formula provides a definition of the gaussian 

function: 

𝐺(𝑥, 𝑦) =  
1

√2𝜋𝜎2 𝑒
−

(𝑥2+𝑦2)

2𝜎2 ……………(8)                              

 

Where, 𝜎 is the standard deviation. 

And the laplacian of gaussian is calculated from 

  𝐿𝑜𝐺 =  
𝜕2

𝜕𝑥2
𝐺(𝑥, 𝑦) +  

𝜕2

𝜕𝑦2
𝐺(𝑥, 𝑦) =  

𝑥2+𝑦2−2𝜎2

𝜎4 𝑒− 𝑥2+𝑦2

2𝜎2                    

……(9) 

 

4. Comparative Analysis                                             
4.1. Parameters to Compare 

This analysis uses five parameters on which the edge 

detection algorithms are compared upon entropy, PSNR, 

MSE, SNR and SSIM [16][17][18][22] 

         

 

 

 

 

 

 

 

 

 
 

 

Fig. 3 Canny edge operator 

 
Table 1. Advantages and disadvantages of operator 

Edge detection method Advantage Disadvantage 

Sobel Simple to use and good noise suppression Gives average output 

Prewitt Prewitt is less sensitive to noise Results are sometimes noisier 

Robert Accurate positioning of images Not much useful when noise is present 

Laplacians Detects good edges and their orientation Sensitive to noise and nonrealistic contours 

Canny Better edge detection in the presence of noise High complexity and time consuming 
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4.1.1. Entropy 

Shannon’s entropy is the amount of information 

gained from an image. Technically it is a measure of the 

degree of randomness in the image; entropy is very useful 

to get a measure of the amount of relevance the processed 

image is giving [17]. 
 

− ∑  𝑛−1
𝑖=0   𝑝𝑖𝑝𝑖  …………………(10)   [17]                            

 

Where: 

N = the number of gray levels (256 for 8-bit images) 

Pi = the probability of a pixel having gray level i 

B = the base of the logarithm function. 
 

4.1.2. PSNR 

To estimate the PSNR of an image, the comparison of 

that image with the real clean image of maximum possible 

power shall be made, peak signal noise ratio is an 

expression for the ratio of signal power to the noise power, 

and PSNR is expressed in decibels [16][18]. So 
 

𝑃𝑆𝑁𝑅 = 10(
𝑅2

𝑀𝑆𝐸
) …………………(11)[16]                                        

Where: 

R= signal power 

MSE = noise power 

 

4.1.3. MSE  

The distance between the actual and predicted values 

is the error made by the model [16]. Therefore, MSE is the 

mean of all the differences between actual and predicted 

values, which can be represented as 
 

𝑀𝑆𝐸 =  
1

𝑛
 ∑  𝑛

𝑖=1  (𝑌𝑖 −  𝑌�̂�)
2………(12)[16] 

Where: 

N = the quantity of items, 

Σ = summation notation, 

𝑌𝑖 = observed or original y-value, 

𝑌�̂� = y-value from regression. 

 

 

4.1.4. SNR 

The ratio of signal power to noise power is known as 

the signal-to-noise ratio and is calculated as [18] 
𝑆

𝑁
=  

𝑃𝑠

𝑃𝑛

 

Where, 

𝑃𝑠 = signal power 

𝑃𝑛 = noise power 

 

4.1.5. SSIM 

A statistic called the structural similarity index 

measure is utilised to determine the similarities between 

two photographs. It mainly extracts features like 

luminance, contrast and structure to make a comparison 

between the images. SSIM has a value between -1 to +1. 

+1 denotes that the given images are similar to each other 

or the same, whereas -1 denotes that they are different 

from each other. 

 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) =  [𝑙(𝑥, 𝑦)]𝛼 × [𝑐(𝑥, 𝑦)]𝛽 × [𝑠(𝑥, 𝑦)]𝛾            

………………… (13) [22] 

Where, 

𝑙(𝑥, 𝑦) =  
2𝜇𝑥𝜇𝑦 + 𝐶1

𝜇𝑥
2 + 𝜇𝑦

2 + 𝐶1

 

𝑐(𝑥, 𝑦) =  
2𝜎𝑥𝜎𝑦 + 𝐶2

𝜎𝑥
2 + 𝜎𝑦

2 + 𝐶2

 

𝑠(𝑥, 𝑦) =  
𝜎𝑥𝑦 + 𝐶3

𝜎𝑥𝜎𝑦 + 𝐶3

 

 

Where 𝜇𝑥,𝜇𝑦,𝜎𝑥, 𝜎𝑦 𝑎𝑛𝑑 𝜎𝑥𝑦 are the local means, 

standard deviations and cross–covariance for images 𝑥, 𝑦. 
 

If 𝛼 = 𝛽 = 𝛾 = 1 and 𝐶3 =  
𝐶2

2
 , then Index simplifies to: 

 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) =  
(2𝜇𝑥𝜇𝑦+𝐶1)(2𝜎𝑥𝑦+𝐶2)

(𝜇𝑥
2+𝜇𝑦

2 +𝐶1)(𝜎𝑥
2+𝜎𝑦

2+𝐶2)
.(14)  [22]  

4.2. Performance for Face Edge Detection 

           

           
                                                                (a)                                                    (b)                                                   (c) 

                           
                                                                (d)                                                   (e)                                                    (f) 

(a)Person(Original Image), (b)Sobel, (c)Prewitt, (d)Roberts, (e)Laplacian of Gaussian, (f)Canny 

 

Fig. 4 Performance for face edge detection 
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4.3. Performance for Shaped Edge Detection 

                                                                                                  
(a)                                                                   (b)                                                                  (c) 

                         
                                               (d)                                                                    (e)                                                                     (f) 

(a)Laptop(Original Image), (b)Sobel, (c)Prewitt, (d)Roberts, (e)Laplacian of Gaussian, (f)Canny 

Fig. 5 Performance for shaped edge detection 

 

Table 2. Performance metrics for face edge detection 

Methods SNR SSIM Entropy PSNR MSE 

Sobel 1.46837 0.03298 5.93146 27.89180 105.65750 

Prewitt 0.39299 0.05263 4.01110 27.89514 105.57612 

Robert 0.48342 0.00223 6.36011 27.68969 110.69051 

Canny 0.40859 0.00786 0.59221 27.91320 105.13809 

Laplacian 0.41111 0.03137 3.15711 27.90541 105.32686 

 
Table 3. Performance metrics for shaped edge detection 

 

 

 

 

 

 

 

4.4. Performance for Complex Object Detection 

         
(a)                                                        (b)                                                  (c) 

         
                                                  (d)                                                                (e)                                                  (f) 

(a)Keyboard(Original Image), (b)Sobel, (c)Prewitt, (d)Roberts, (e)Laplacian of Gaussian, (f)Canny 

Fig. 6 Performance for complex object detection 

 

Table 4. Performance metrics for complex object detection 

Methods SNR SSIM Entropy PSNR MSE 

Sobel 1.11922 0.01476 5.35781 27.85461 106.56599 

Prewitt 0.33825 0.03872 3.74098 27.84017 106.92087 

Robert 0.41092 0.00228 6.20855 22.47742 367.56842 

Canny 0.44862 -6.21883 0.65205 27.65212 111.65238 

Laplacian 0.42038 0.06040 3.73929 27.81936 107.43441 

Methods SNR SSIM Entropy PSNR MSE 

Sobel 0.93146 0.02288 5.81567 27.98639 103.38100 

Prewitt 0.27299 0.01784 2.64252 27.62377 112.38362 

Robert 0.38728 0.00351 3.33073 35.47370 18.437832 

Canny 0.15458 -0.001728 0.15980 27.57217 113.72687 

Laplacian 0.47601 0.01271 2.33731 27.58827 113.30602 



 Dipmala Salunke et al. / IJETT, 71(2), 61-70, 2023 

 

68 

 
Fig. 7 Comparative analysis of different edge detection methods 

5. Experiment Discussion 
According to the edge detection performance of 

different operators, it was possible to find and analyse the 

working and results for different edge detection methods. 

The above experiment was performed using opencv and 

python. The edge detection has been performed on 

keyboard, laptop and face image, and for measuring the 

performance of the edge detectors, SNR, SSIM, entropy, 

PSNR and MSE parameters are used. 

According to the order of derivatives, the sobel is 

outperforming other operators regarding SNR, which 

means that the sobel operator is extracting more useful 

information than the noise extracted with it, especially in 

the case of shaped objects. Prewitt operator has high SSIM 

as compared to other first-order derivatives, that mean 

prewitt provides high similarity of the edges with the 

original image, and as for entropy, the robert performs 

better than every other operator as it gives more 

information about the edges of the images as compared to 

the rest. When it comes to second-order derivatives, 

laplacian is performing better than canny, especially when 

it comes to entropy, but for face edge detection, canny is 

giving better PSNR as compared to laplacian. 

 

        
                                           (a)                                                     (b)                                                    (c)                      

       
                                                        (d)                                                     (e)                                                      (f) 

(a) Object, (b) Sobel, (c) Prewitt, (d) Robert, (e) Laplacian of Gaussian, (f) Canny 

 

Fig. 8 Edge Detection Comparison 
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Overall, it can be said that sobel is performing better 

than others. The sobel filter is a gradient-based technique 

that scans an image's first derivative for significant 

changes. Two 3*3 convolution masks are used by the sobel 

edge detector, one of which estimates the gradient in the x-

direction and the other in the y-direction. It determines the 

direction and rate of change of the highest rise from light 

to dark, and it can be used with canny edge detection as 

canny offers us a lot of filters to work with a lot of 

customisations according to the use case. 

As compared to other literature reviews for edge 

detection methods, authors have modified the edge 

detection algorithm to increase the performance and reduce 

the noise, but in the process of that, increased the 

complexity of operators. Also, the research and literature 

reviews show the study for edge detection that is not done 

specifically for dimension detection use cases or contour 

detection. Also, according to the above-observed metrics 

(PSNR), sobel and laplacian of gaussian are yielding a 

good amount of edges. However, the canny edge detection 

method performs better for contours or solid dimensions. 

Fig 8 shows the actual edge detection with noise reduction 

using gaussian blur and application on morphological 

operations like dilation and erosion on all the operators. 

The results clearly show that the canny edge detector 

outperforms other edge detection algorithms. 

 

6. Conclusion 
This paper shows the study and analysis of different 

types of edge detection methods/operators. According to 

the experiment, the second-order derivative, canny, is 

working better compared to first-order derivatives sobel, 

prewitt and robert. As the laplacian of the gaussian edge 

detection method is particularly noise-sensitive, thus it is 

not giving good enough results. That is why edge detection 

with canny edge detection, it may be argued, is a much 

superior technique for detecting edges of the object, 

compared to other operators (sobel, prewitt, roberts and 

laplacian of gaussian), and canny edge detector is less 

susceptible to noise. It is also observed that the sobel edge 

detector method is better than other operators when 

detecting the object's outer lines. 

The edge detection algorithms have a number of 

problems that can be resolved by developing new filters or 

methodologies and by making appropriate improvements 

to currently used techniques. This would result in the 

better image output. In this experiment, It is found that 

while the sobel operator provides better image information 

gain, it is less accurate at recognising object shape, 

whereas the canny edge detection provides less 

information gain than the sobel edge detection but is more 

accurate at detecting shape and contour. The best results 

for shape detection can be obtained by combining sobel's 

information gain and canny edge detection precision. 
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