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Abstract - Patients diagnosed with the congenital heart condition called Tetralogy of Fallot(TOF) are prone to developing 

cardiogenic brain abscess(CBA), the diagnosis of which is often delayed in a resource-limited setting. The current study is aimed 

to demonstrate the effective application of various Machine Learning(ML) techniques through appropriate data-mining 

strategies in the screening process for CBA. The data set for this retrospective study included clinical, echo-cardiographic and 

radiological variables pertaining to TOF patients with CBA. The study demonstrates four data mining tasks to highlight the 

importance of machine learning techniques for the screening of CBA in TOF patients. Firstly, suitable ML techniques are used 

to classify the TOF patients with BA correctly. Conformal prediction is then used to provide levels of reliability for individual 

predictions. ‘SHAP’ analysis is done to provide model explainability. Finally, Association Rule Mining(ARM) is utilized to draw 

the relationships between the top features and the outcome, thus identifying variables that expressed optimal interestingness in 

the study. The evaluation metrics for the ML models were better than those of the LR model, with Random forest(RF) performing 

the best (precision: 0.94; recall, accuracy, F-score and Area under the curve: 0.93). Conformal prediction analysis revealed an 

accuracy of 0.95. Association rule mining identified a combination of ‘Neutrophil/Lymphocyte ratio’, absence of ‘branch 

confluence’ and the ‘presence of cyanosis’ to have a significant ‘Irule’ value (1.03). Machine learning outperforms the ‘BA-

TOF score’, a logistic regression-based score in identifying biomarkers for TOF patients. The RF algorithm demonstrated the 

best evaluation metrics of the various models tested. A combination of three variables can accurately and reliably aid the 

clinician in suspecting a CBA in male TOF patients. An ML framework designed with careful analysis to provide definitive and 

largely interpretable results with high confidence is proven to be an able tool in clinical decision-making. 

Keywords - Association rule mining, Cardiogenic brain abscess, Logistic regression, Machine learning, Random forest. 

1. Introduction 
Risk stratification is an important requirement in medical 

practice to assess a patient's health needs based on the risk tiers 

that the patient may belong to. Continuous assessment and 

developing risk scores help health practitioners predict the risk 

and draw out specific care plans to address the patient's health 

needs. Therefore it is apt to make use of Machine 

learning(ML) algorithms to facilitate reliable conclusions 

based on what it ‘learns’ and analyzes from large historical 

data sets. The main source of inspiration for this study comes 

from the work [1], where authors have undertaken a statistical 

study to identify markers for the occurrence of brain abscesses 

in patients diagnosed with congenital heart conditions. 

However, the advantages of ML over traditional statistical 

methods such as logistic regression(LR) include its emphasis 

on prediction rather than inference, its ability to handle non-

linear relationships between predictors and outcomes, and the 

generation of more practical and reliable models [2],[3]. 

Though the work highlights the known risk factors, machine 

learning methods are still under-explored in the study. Over 

and above the identification of risk factors, they may be 

extended to give better explainability and evolve strategies in 

patient management. The latest work in [4] discusses the 

extendibility of machine learning as a strategy to develop 

clinical decision support. In the context of developing 

countries with resource-restricted settings, machine learning 

can further be utilized to improve risk stratification, as 

demonstrated in the study [5]. Though utilizing ML can be 

seen as a utility for assistance in decision support, its 

contribution and alignment as a support can become a go-to 

tool for clinicians for increasing diagnostic accuracy and 

prognosis [6],[7]. In the field of neurological sciences, ML 

models are increasingly being accepted as a tool that improves 

preoperative decision-making and measuring peri-operative 
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outcomes [8-11]. These studies establish the use of ML 

models as a practical prediction tool. ML-based models in 

medicine are expected to translate to better outcomes at lower 

healthcare costs by enhancing risk stratification and clinical 

decision-making. However, a wider analytical framework in 

the clinical domain could boost the confidence of the clinical 

community to adopt ML tools for precision medicine.  

1.1. Problem Statement 

Abscess in the brain is a swelling caused by accumulated 

pus and dead cells. It is formed as a result of bacterial or fungal 

infection arising through a wound in the head or anywhere else 

in the body. Predominantly people with a compromised 

immune system, chronic illnesses, meningitis, those on 

immunosuppressant drugs, chronic sinusitis or middle ear 

infection, head injury or congenital heart diseases are prone to 

brain abscesses. Amongst all, congenital defects of the Heart, 

teeth or intestine are more susceptible compared to others. 

Cardiogenic brain abscess is observed and identified to be one 

of the major causes of mortality in children with congenital 

defects. Children with Tetralogy of Fallot (TOF)  have four 

defects. They are ventricular septal defect, pulmonary 

stenosis, overarching aorta and right ventricular hypertrophy. 

This condition causes a lack of oxygen-rich blood reaching all 

body parts. The Intra-cardiac Right to Left shunt allows 

bacteria to avoid the phagocytes in the pulmonary circulation 

and enter the cerebral circulation. This creates an active bed 

for infection leading to a brain abscess. Thus delay in 

diagnosis of brain abscess increases the risk of mortality in 

these patients. 

Headache, focal neurologic deficits, and perceived 

sensory and behavioural changes developed and observed 

over time, coupled with frequent chills and fever, present as 

symptoms to watch out for possible interrogation and 

diagnosis of brain abscess. In children, continuous crying, 

vomiting and limb spasticity, along with fontanelle swelling, 

could indicate a need for medical intervention. Since these 

symptoms are also observed for TOF in general and also other 

illnesses, a neurological exam along with routine blood 

investigations followed by a radiological examination of 

computed tomography(CT) or magnetic resonance 

imaging(MRI) exam is to be performed to confirm a brain 

abscess.  

Regular blood investigations such as complete blood 

count with differential and platelet count, erythrocyte 

sedimentation rate, serology, C-reactive protein,  and blood 

culture are performed to start on the required antibiotic 

regime. Occasionally, lumbar puncture is done to draw 

cerebrospinal fluid(CSF) to rule out infection. However, this 

is done only after considering that the procedure would not 

cause additional intracranial pressure, which may worsen the 

condition and even lead to death. Abscesses are managed 

medically with carefully identified antibiotics based on 

microorganisms isolated. Surgical intervention may be 

required based on the prognosis and the size and location of 

the abscess. The identification and early treatment are critical 

in the patient's interest. 

The current study is an effort to build an analytical 

framework to identify predictive factors and carefully analyse 

a protocol that could be established for early identification of 

the occurrence of brain abscesses in TOF patients. The work 

considers a comprehensive set of possible characteristics that 

could indicate the presence of brain abscess in TOF condition.   

 

2. Related Works, Materials and Methods 
2.1. Literature, Research Gap & Novelty 

In the neurosurgical field, ML has been used in diverse 

areas such as the preoperative planning of epilepsy surgery 

and glioma resection, predicting vasospasm after 

subarachnoid haemorrhage, diagnostic classification of 

lumbar disc degeneration, intra-axial tumors and prediction of 

post-operative satisfaction and complications [11-18]. 

Researcher [11] has applied to boost algorithm to 

preoperatively identify the risk of immediate post-operative 

risk in intracranial tumour surgery to assess its predictive 

ability in the work. They have established that the prediction 

model's performance was better than that of statistical 

analysis, wherein pathological and surgery-related parameters 

were found to be predictive, which were not identified by the 

conventional method. Work discussed in [12] carries out the 

pre-surgical classification of epilepsy type for localization to 

provide the required information. Authors have applied data 

mining algorithms on genetics-based features to localize 

symptoms of epilepsy. The results were found to perform 

closely to an experienced clinician in this scenario. Though 

the authors in [13] have attempted to arrive at a prediction of 

possible surgical resection in patients with glioblastoma, a 

clinical judgement of such a condition itself is subject to 

discussion because the prognosis and the treatment plan may 

vary with each individual surgeon.  

The study's authors [19] have experimented with various 

feature selection methods to classify prostate cancer patients 

from radiological images. The work establishes the use of 

machine learning methods in the medical field, particularly in 

feature selection and classification. The work describes using 

ANOVA, MI, and RFE methods for feature selection. It 

compares the performance of various classifiers such as 

support vector machines(SVM), gradient boosting methods, 

k-Network neighbourhood, LR and Naive Bayes. The work 

highlights the need for risk stratification using FS methods of 

ML in the medical field. Work in [20] is yet another work in 

the pre-processing data area and feature selection for 

cardiovascular disease detection and classification. They have 

synthesized the field optimization technique for data 

conversion with ML to select the most appropriate feature in 

disease identification. In work [21], ML and deep learning 

methods have been reviewed to determine vaccine efficacy 

and outcomes.  
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Determining outcomes of the proposed treatment and the 

most predictive cause is a natural question that a medical 

researcher often deals with. The work by [22] discusses the 

importance of identifying relevant features and predicting 

cardiac disease. The authors have proposed a deep learning 

method called the extreme learning machine model to achieve 

the same. Breast cancer is one of the major causes of death in 

women across various nations. The review done in work [23] 

discusses the role of a comprehensive approach of considering 

the image-specific findings, blood work and clinical 

parameters applying ML techniques in detecting breast 

cancer. Works discussed above have extensively dealt with 

feature selection and analysis in the field of medicine and the 

role of artificial intelligence in the early detection of diseases. 

The works as such have been a huge inspiration for the authors 

to delve deeper, study and utilize techniques to draw feature 

importances that are clinically significant and get improved 

accuracy of the models. 

Thus, building reliable classification algorithms for 

predictions, as discussed in [14],[15], boost researchers' 

confidence in utilizing ML techniques as a diagnostic tool in 

preoperative scenarios for assessing post-operative risks and 

lumbar disc degeneration. The work in [14] essentially has 

utilized an artificial neural network framework to establish the 

capability of advanced machine learning techniques compared 

to simple logistic regression models. In various clinical 

problems, it has also been observed that ML models 

outperform traditional statistical studies [25]. As observed, 

most of the studies referred hither-to earlier have not been 

studied in depth, nor have considered comprehensive factors 

to analyse BA in TOF condition. Moreover, no studies have 

employed ML tools to analyse and predict the disease 

condition under discussion. 

Further, most of the studies in the literature reviewed have 

concluded with achieving good classification accuracy for the 

outcomes classified by the models chosen. They have not 

delved into extending variables obtained in the feature 

selection process to draw clinically relevant insights. This is 

referred to in the medical domain as bench-to-bedside or 

translational research. Hence, the current study hypothesised 

that ML tools would outperform traditional LR in terms of 

their predictive accuracy and reliability based on appropriate 

model selection and careful analysis, providing more practical 

insights. Presenting a careful analysis of a protocol for a 

possible early intervention is a novelty attempted in this work. 

About the work [1] mentioned earlier, where a scoring 

mechanism based on logistic regression(LR) analysis for the 

prediction of the occurrence of cardiogenic brain 

abscess(CBA) is demonstrated, the goal of the current study is 

to highlight the applicability of ML in identifying markers for 

CBA in Tetralogy of Fallot(TOF) patients and provide an 

assistive clinical decision tool for effective screening.  

The data set for this retrospective study was the same as 

that was used in the publication [1] and spanned over 15 years 

from 2001 to 2016. It included 30 TOF patients diagnosed 

with CBAs in the unit and 85 without CBAs. Patients had 

either not been treated or had been palliatively managed for 

TOF before admission at Sri Sathya Sai Institute of Higher 

Medical Sciences, Whitefield. Being a retrospective study that 

used de-identified data, the study qualified for a waiver by the 

Institutional review board and ethics committee. 

 
Table 1. Descriptive statistics of the variables in the dataset 

Clinical variables Range Average 

Age 2 - 15 8 

Body Mass Index 8 - 16 12.8 

Body Surface Area 0.2 - 1.5 0.76 

Cyanotic spells Yes / No No 

Persistent cyanosis present/absent present 

Dyspnea on exertion present/absent present 

Age-adjusted heart rate 

percentile 
20 - 99 60 

SpO2 66 - 98 77 

Echocardiographic variables 

Pulmonary artery index 6 - 51 19.5 

Pulmonary stenosis type 
valvular / 

infundibular/ both 
both 

Branch confluence present/absent present 

Pulmonary valve 

gradient 
50 - 130 80 

VSD type 
membranous / peri-

membranous / muscular 

Laboratory variables 

PCV 31 - 82 56 

Total Count 4200 - 21700 9955 

Neutrophil/ lymphocyte 

count 
0.1 - 10 2.02 

Platelet count 1 - 5.3 2.32 

ESR 1 - 82 5.32 

Direct Bilirubin 0.02 - 0.7 0.14 

Indirect Bilirubin 0.08 - 1.72 0.78 

Prothrombin time 12 - 60 19.7 

Activated partial 

thromboplastin time 
14 - 70 36.7 

Bleeding time 1.5 - 4 2.5 

Clotting time 3.5 - 11.5 5.9 

Radiographic variable 

Pulmonary oligemia on 

CXR 
present/absent absent 

(Abbreviations :  (SpO2= oxygen saturation, VSD= ventricular septal 

defect, CXR = chest X-ray) 
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2.2. Predictors included in the Study  

The variables included the various clinical, laboratory, 

ECHO cardiography and chest radiograph data. They are 

listed in Table-1. These variables have been chosen based on 

the symptoms identified for the condition and based on the 

treatment protocol for both brain abscess and TOF conditions 

in the literature and clinical practice. Since the risk of BA in 

an untreated TOF is expected to be high, variables reflecting 

the manifestation of a severe TOF have been considered. Data 

were collected from patient charts and from the electronic 

medical records available in the hospital. Table-1 also 

contains the descriptive statistics detailing the range of values 

and aggregate for the variables in the data set. 

2.3. Data Analysis 

Obtaining data in the medical domain is often challenging 

and more so labelled data in a clinical problem spanning 

across specialities. The existence of a structured electronic 

medical record eases the data collection to some extent and 

could fast-track the data preparation step. In the medical 

domain, classification tasks often suffer from the inherent data 

imbalance problem due to the low availability of positive 

cases. Re-sampling techniques such as oversampling and 

under-sampling are widely used to handle data imbalance, 

while with the caution of bias that this may introduce. 

Synthetic Minority Over Sampling(SMOTE) technique is a 

widely used technique with various adaptations for handling 

the imbalance problem [26],[27]. SMOTE generates artificial 

minority class data samples by interpolation between selected 

nearest minority neighbours. Ensemble classification 

techniques perform relatively well in an imbalanced scenario, 

though originally not designed to handle imbalance 

problems[28]. The inherent capability of ensemble techniques 

of handling bias-variance trade-offs favour their usage. 

Therefore, a simple SMOTE coupled with ensemble 

classification techniques has been experimented with in the 

current work.  To handle class imbalance (approximately 74% 

to 26%) in the patient data, the experiments illustrated the 

effectiveness of SMOTE in handling class imbalance and 

obtaining a good performance. 

2.3.1. Classification Task 

The exclusivity of the data set has resulted in limited 

options to deal with the classification tasks. As the need was 

to build a risk stratification model, obtaining the top predictive 

features with good accuracy was imperative. Several ML 

models are available and can be trained on the data. Owing to 

the scarcity of data, a cross-validation approach was 

considered. The purpose of cross–validation is to validate the 

ability of the ML models on unseen data to predict the output. 

It is also used to mitigate problems of over-fitting and 

selection bias. It also helps one understand the model's 

capability to perform on a new unseen dataset. 

 

Support vector machines (SVM) is one of the ML 

methods with a strong statistical learning theory to its credit 

available to process complex data with good accuracy. It is 

typically used for cases where data sets are small, and it is 

difficult to estimate the underlying distributions. It works well 

and does not suffer much due to the high dimensionality of the 

data.  It finds a hyperplane that separates the data into two 

classes while maximizing the margin of decision boundary 

separating the two classes with minimal classification errors.  

Ensemble techniques try to improve classification 

accuracy by combining and aggregating the predictions of the 

base classifiers. Thus, these techniques are also described as 

classifier combination methods. Since an ensemble of 

classifiers tends to decrease generalization error, it may result 

in better performance than single classifiers, specifically when 

there is a low correlation among the base classifiers.  Random 

Forest (RF), a variant in the bagging technique, is one of the 

most used algorithms because of its simplicity. Subsets of the 

original data set are considered with replacement. All subsets 

are maintained the same size, and there is a high probability 

that different data points are provided to the models. The final 

output is typically based on the majority votes of predictions. 

The algorithm of Random Forest is presented in Algorithm-1. 

 

Algorithm-1: Random Forest 

Precondition: Training set 𝑇 =  (𝑥1, 𝑦1), . . , (𝑥𝑛 , 𝑦𝑛) , features 

K and the no of trees in the Forest  𝐵   
           

function RANDOMFOREST(T,K) :  

               M ←Ø 

               for 𝑖 ∈ 1, . . . , 𝐵 do 

                     𝑇(𝑖) ← A bootstrap sample from 𝑇 

                     ℎ𝑖 ← 𝐿𝐸𝐴𝑅𝑁RANDOMIZEDTREE (𝑇(𝑖), 𝐾) 

                     𝑀 ← 𝑀 ∪ {ℎ𝑖} 

               end for 

               return M 

    end function 
 

function LEARNRANDOMIZEDTREE(T,K) :  

              At every node :   

                      k ← a subset of K 

                     Split on the best feature in k 

              return The Learned Tree 

    end function   

 

2.3.2. Confidence Analysis 

In a high-risk setting such as a medical diagnosis that 

demands uncertainty quantification, a method for creating 

confidence intervals/sets are found to be helpful since they 

overcome distributional/model assumptions even with a small 

data cohort. Conformal prediction(CP) is a technique to 

quantify uncertainty by creating statistical sets/intervals for 

predictions produced by the underlying ML model [29]. The 

CP technique estimates a set of classes for the classification 

problem for a given input. The prediction sets obtained 

guarantee to contain the true classification class with high 

probability[30][31]. The algorithm for Inductive conformal 

prediction is presented in Algorithm-2. 
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Algorithm-2: Inductive Conformal Prediction 

 

Input: Training data (𝑥𝑖 , 𝑦𝑖)𝑖𝜖𝐼𝑡𝑟𝑎𝑖𝑛
, calibration data 

(𝑥𝑖 , 𝑦𝑖)𝑖𝜖𝐼𝑐𝑎𝑙𝑖𝑏
, Y the set of possible labels, significance level 

α, classifier C, non-conformity score r, new point 𝑥𝑛𝑒𝑤  

 

Output :  𝐶𝑐𝑜𝑛𝑓(𝑥𝑛𝑒𝑤), prediction region at  𝑥𝑛𝑒𝑤        

 

Fit the classifier on training data C on (𝑥𝑖 , 𝑦𝑖)𝑖𝜖𝐼𝑡𝑟𝑎𝑖𝑛
 

Compute the non-conformity score on calibration data 

(𝑟(𝑥𝑖 , 𝑦𝑖))𝑖𝜖𝐼𝑐𝑎𝑙𝑖𝑏
 

 

for 𝑦 ∈ 𝑌 do 

   a) Let ỹ𝑛𝑒𝑤 the probability predicted by C for 𝑥𝑛𝑒𝑤  to belong 

to class y; 

   b) Compute 𝑟(𝑥𝑛𝑒𝑤  , 𝑦) =  1 −  ỹ𝑛𝑒𝑤   and the associated p-

value 𝑝𝑦(𝑥𝑛𝑒𝑤) 

end 

return  𝐶𝑐𝑜𝑛𝑓(𝑥𝑛𝑒𝑤) = {𝑦 ∈ 𝑌 | 𝑝𝑦(𝑥𝑛𝑒𝑤)  ≥  𝛼 

 

Thus, classification results tabulated with the conformity 

measures provide high confidence to proceed further in the 

medical domain. 

 

2.3.3. Model Explainability 

Explainable AI, the set of ML techniques that offer 

interpretability, is much sought after these days due to the trust 

demanded in the medical domain. It also gives better scope for 

the rapid adoption of AI to make implementable decisions. For 

example, identifying the features' importance and developing 

the ML models provide information about the features that 

impact the outcome. For a random forest technique, one can 

identify and present how each feature decreases the impurity 

of the split on average. The average of this calculation over 

the trees in the forest gives the score to measure the feature's 

importance.  

While a variety of tools offer visualization and 

descriptions for AI models, Shapely Additive Explanations 

(SHAP) provide good explainability with its global and local 

interpretability capability[32]. SHAP values provide the 

contribution of every feature towards the expected model 

prediction corresponding to every row of the data set [32]. The 

SHAP implementation draws its inspiration from cooperative 

game theory, where a coalition of players, being the units of 

decision-making, look towards optimizing their 

payouts/results in the game. In the context of ML, each feature 

for a given sample could be considered a participant in a 

cooperative game. The where-in prediction could be 

interpreted as the payout. If Z(i) is the importance of a feature, 

the effect on the predictions of including Z(i) to the subsets of 

features not containing Z(i) is first estimated, and all 

contributions are aggregated to derive the marginal 

contribution of the feature[33].  However, here, SHAP does 

not retrain the model for each of these subsets. Instead, the 

average value of the feature is substituted, and predictions are 

generated for the left-out feature. SHAP utilizes the average 

calculated over marginal contributions across all 

permutations. Global interpretability is inferenced by the 

collective SHAP value obtained for each predictor's positive 

or negative contribution to the target variable. Individual 

SHAP values contribute to local interpretability. The features 

with their SHAP values are presented in descending order 

highlighting the feature's importance to the target variable.      

In the current work, SHAP was used to provide the model 

explainability by identifying factors that impact the outcome 

positively or negatively. 

 

2.3.4. Actionable Knowledge with Combined Pattern 

Matching  

Association rule mining(ARM) is a paradigm in ML used 

to identify interesting associations and relationships that exists 

in large sets of data items.[39,42] Typical ARM produces 

large sets of rules, which may make it time-consuming and 

challenging to interpret and understand for users. In the 

medical domain, ARM could be utilized to draw the 

relationships between the top features and the outcome. The 

methodology of considering top features reduces the 

computation complexity. Apart from the top features that 

could be combined, the concept of combined patterns to 

extract actionable knowledge from the generated set of rules 

was explored in the current work. Combined patterns consist 

of association rules and rule pairs that are combined[34]. They 

can be utilized to derive actionable knowledge that is 

interesting and implementable. The concepts described for 

arriving at combined patterns, association rules and their pairs 

are briefly introduced here.  The combined association rule 

involves generating multiple heterogeneous item sets from 

different datasets.  In the current context, clinical, echo and 

radiological variables were considered the first dataset, and 

the demographic information was considered the second data 

set. The association rules were combined with looking for its 

‘interestingness’ to the outcome target variable under study. 

 

Combined Association Rule- CAR: 

Let there be n datasets Ki , for  i = (1. . n). Let Mi indicate 

the set of all items in datasets Ki and ∀i = j, Mi∩Mj = Ø. A 

combined association rule R can be described as 

𝐶1 ∧ 𝐶2 ∧. . .∧ C𝑘 → 𝐿, where 𝐶𝑖 ⊆ 𝑀𝑖  (𝑖 = 1. . 𝑛) is an itemset 

in the data set 𝐾𝑖 , L ≠ Ø is a target item or class, and 
 
i,j, i≠ 

j, 𝐶𝑖≠ Ø, 𝐶𝑖≠ Ø 

Rule pairs are generated by combining similar but contrasting 

rules that are already obtained as follows:  

 

Interestingness of Combined Association Rules: 

Apart from regularly used measures such as support, 

confidence and lift, the interestingness of combined 

association rules is being introduced by defining two lifts to 

measure the interestingness.  
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Table 2.  Result Metrics for Classification task 

Model Precision Recall Accuracy F Score AUC 

Linear SVM 0.89 0.9 0.89 0.89 0.89 

RBF SVM 0.92 0.91 0.91 0.91 0.91 

Poly SVM 0.88 0.93 0.9 0.9 0.9 

XGB 0.93 0.92 0.92 0.92 0.92 

RF 0.94 0.93 0.93 0.93 0.93 

 

Lift is the ratio of confidence of the rule & expected 

confidence of the rule. It measures the performance of an 

association rule to predict or classify data items with more 

impact or the ones having an enhanced response compared to 

the entire population[34]. 

𝐿𝑖𝑓𝑡𝑋(𝑋 ∧ 𝑌 → L)= 
𝐶𝑜𝑛𝑓(𝑋∧𝑌→𝐿)

𝐶𝑜𝑛𝑓(𝑌→𝐿)
 = 

𝐿𝑖𝑓𝑡(𝑋∧𝑌→𝐿)

𝐿𝑖𝑓𝑡(𝑌→𝐿)
               (1) 

𝐿𝑖𝑓𝑡𝑌(𝑋 ∧ 𝑌 → L)= 
𝐶𝑜𝑛𝑓(𝑋∧𝑌→𝐿)

𝐶𝑜𝑛𝑓(𝑋→𝐿)
 = 

𝐿𝑖𝑓𝑡(𝑋∧𝑌→𝐿)

𝐿𝑖𝑓𝑡(𝑋→𝐿)
    (2) 

 

𝐿𝑖𝑓𝑡𝑋(𝑋 ∧ 𝑌 → L) gives the lift of X with Y as a 

precondition, which shows how much X contributes to the 

rule. Likewise 𝐿𝑖𝑓𝑡𝑌(𝑋 ∧ 𝑌 → L) gives the contribution of Y 

in the rule.  

The interestingness of the combined association rules is 

defined using the two new lifts defined above. 

𝐼𝑟𝑢𝑙𝑒(𝑋 ∧ 𝑌 → L) = 
𝐿𝑖𝑓𝑡𝑋(𝑋∧𝑌→𝐿)

𝐿𝑖𝑓𝑡(𝑋→𝐿)
                                     (3) 

𝐼𝑟𝑢𝑙𝑒(𝑋 ∧ 𝑌 → L) = 
𝐿𝑖𝑓𝑡(𝑋∧𝑌→𝐿)

𝐿𝑖𝑓𝑡(𝑋→𝐿)𝐿𝑖𝑓𝑡(𝑌→𝐿)
 = 

𝐿𝑖𝑓𝑡𝑌(𝑋∧𝑌→𝐿)

𝐿𝑖𝑓𝑡(𝑌→𝐿)
   (4) 

 

Here 𝐼𝑟𝑢𝑙𝑒 indicates if the contribution of A given B to 

the occurrence of L increases or not. Therefore, from “𝐼𝑟𝑢𝑙𝑒< 

1” it can be concluded that A∧B → L is less interesting than 

A → L and B → L. The 𝐼𝑟𝑢𝑙𝑒  values are in the range [0,+∞). 

When 𝐼𝑟𝑢𝑙𝑒> 1, the higher 𝐼𝑟𝑢𝑙𝑒 indicates the higher 

interestingness of the rule. Here 𝐼𝑟𝑢𝑙𝑒  measures the 

quantitatively the interestingness of a rule. The measure 

indicates how unexpected may be a combined rule compared 

to simple rules produced in basic association analysis. CAR 

was used to generate combined patterns and identify the rules 

with 𝐼𝑟𝑢𝑙𝑒> 1 that are useful as predictive factors for the 

outcome. 
 

  In summary, a four-step approach was adopted to achieve 

the study's objective.  
 

1. Classification Task- Identification of suitable classifier 

2. Confidence Analysis- A paradigm such as an inductive 

conformal prediction framework for providing confidence 

with regard to the chosen classifier 

3. Model Interpretability- SHAP analysis highlights the 

predictive features with local and global interpretability 

regarding the outcome. 

4. Actionable Knowledge Mining- Combined associative 

rule mining to identify interesting patterns of the 

predictive features to arrive at a clinical decision. 
 

3. Results and Discussion 
3.1. Results 

The classification task experimented with SVMs with 

linear, polynomial and radial basis function(RBF) kernels. 

Following this, ensemble learners such as random forest and 

extreme gradient boosting (XGB) were attempted. The data 

was trained and fitted with 3,5, 7, and 10-fold cross-validation. 

Cross-validation with 5 folds gave an improved outcome. The 

measures are tabulated in Table-2. The random forest gave the 

best results with an F-score of 0.93 and an AUC of 0.93. Then 

conformal predictors as a wrapper for the classification were 

applied to generate the sets of classes to quantify the 

prediction obtained with reasonable accuracy.  The following 

results were obtained by applying conformal prediction to the 

data set: 

The average false p-value is: 0.0219  

The accuracy of prediction: 0.9523  

The test error rate is: 0.0476 

The conformal calibration curve corresponding to the 

confidence analysis is presented in Figure-1. The graph has 

the fraction of error on the Y axis and the significance level 

on the X axis.  It can be observed in the figure that the curve 

of the conformal predictor achieved by joining the orange dots 

is closer to the perfectly calibrated curve indicated by the 

straight blue line. Hence it is well-calibrated. Having achieved 

good confidence in the classification task, model 

explainability and data visualization were obtained by SHAP 

plots. The SHAP summary plot is presented in figure-2.  

 
Fig. 1  Conformal prediction calibration curve 
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Fig. 2  SHAP Analysis 

 
Fig. 3  Pearson correlation of top 10 features 

 
Table 3.  Result of Combined pattern matching 

 

Rules Gender Outcome Support Confidence Lift Lift1 Lift2 Irule 

('0','C1', ‘NL4') 1 1 0.140351 0.8 2.941 1.104 2.747 1.031 



Subramaniyan Mani et al. / IJETT, 71(2), 78-88, 2023 

 

85 

Feature importance: Variables are displayed with their ranks 

in the descending order 

Impact: The horizontal axis shows if the variable is positively 

or negatively correlated with the outcome 

Original value: Colour indicates if the value of the variable is 

higher (in red) or lower (in blue) for that observation 

Correlation: A higher level of the “NL_Ratio” has a high and 

positive impact on the outcome, the occurrence of brain 

abscess. On the X-axis, the red colour indicates the “High” and 

the “positive” impact. Likewise, the “Branch confluence” is 

negatively correlated with the outcome. That is, the absence of 

branch confluence is correlated with the occurrence of brain 

abscess. Further, the pearson correlation signifying the 

interplay between the features also was attempted and is 

presented in the figure-3. Only cyanosis and cyanotic spell 

have a marginally significant positive correlation. However, 

not every cyanotic patient develops a cyanotic spell. 

 

The next task was to generate combined patterns. The top 

14 features out of 28, suggested by the feature importance 

function and the SHAP plot, were identified for associative 

rule mining. In order to clearly identify the features most 

indicative of risk in the patient cohort, the idea of combined 

patterns to extract useful and actionable information from 

existing rules was attempted. The top 14 features were split 

into First-7 & Second -7 data sets and given as input for 2 

experiments. The First-7 are NL ratio, branch confluence, 

bleeding time(BT), dyspnoea, cyanosis, heart rate percentile 

and cyanotic spells.  The patient cohort was partitioned into 

two groups, male and female and the two groups were mined 

separately.  Combined rules were generated, and metrics 

discussed earlier, such as Lift and Interestingness, were used 

to determine the feature influencing the outcome. Rules with 

change in outcome(presence of brain abscess) were obtained 

by identifying rules with Irule greater than or equal to 1. The 

First-7 yielded interesting results, while the Second-7 did not 

have any rule, with Irule greater than 1. The result is presented 

in table Table-3. 

 

The value '0' correspond to the absence of branch 

confluence, 'C1' for the presence of cyanosis, 'NL4' for NL 

ratio values greater than or equal to 4, 'BT3' for BT values 

between 3 and 4, 'CS0' for the absence of cyanotic spells. It 

can be observed that the absence of branch confluence with 

elevated NL ratio is indicative of brain abscess for the cyanotic 

male patients with TOF condition are suggestive of high risk 

for brain abscess. 
 

3.2. Discussion 

The LR-based ‘BA-TOF’ score was an effort to identify 

biomarkers that could potentially aid primary-care physicians 

in suspecting CBAs and stepping up appropriate referrals for 

brain CT scans[1]. Using three variables (N/L ratio, ESR and 

heart-rate percentile), the score generated by the model can 

correctly predict a CBA in more than 80% of the TOF patients. 

Building on this further, the results of the current study 

indicate that ML tools (SVM, XGB and RF) outperform 

traditional LR on various evaluation metrics (precision, recall, 

accuracy, F-score and AUC) (Table-2).  

 

ML-based models would, hence, be more accurate and 

reliable than the ‘BA-TOF’ score in identifying TOF patients 

likely to be harbouring a CBA.                                                                                                                            

Amongst the various ML tools used in this study, RF 

demonstrated the best evaluation metrics. The robustness of 

this ML tool has been previously validated in a systematic 

review of 48 studies that use varied ML approaches and 

methods for disease prediction. It was found that while SVM 

was applied most frequently, the RF algorithms demonstrated 

the best accuracy[35]. This has been ascribed to various 

advantages of RF over other ML tools, such as resilience to 

noise and its ability to deal with multimodal data and evaluate 

biomarkers [36]. 

In order to adopt ML predictive models in clinical 

practice, it is often reiterated that the models should cater to 

individual patients and not just the population as a whole. 

Confidence analysis using conformal predictions is a 

promising approach that provides certainty levels for 

individual predictions and is increasingly being used to 

augment the utility of ML tools [37]. In the current study, CP 

analysis revealed an accuracy rate of 95% and an error rate of 

0.04, indicating that the RF model can be used with a very 

high confidence level to predict CBA in a given TOF patient.  

SHAP breaks down the mechanics of an ML model and 

renders it easily understandable. In the current study, N/L 

ratio, dyspnoea and cyanosis had the highest SHAP values and 

strong positive correlations with the occurrence of a CBA. At 

the same time, the presence of a branch confluence of the 

pulmonary arteries and bleeding time demonstrated strong 

negative correlations (Figure-2). Interestingly, the three 

variables of the ‘BA-TOF’ score (N/L ratio, heart rate 

percentile and ESR) figured high up on the SHAP plot 

(Figure-2), though only the N/L ratio made it to the top three 

rankings. 

     After obtaining the results of the SHAP analysis, the 

significant relationships in our data set were evaluated using 

association analysis, an important aid in decision-making. 

Thus, although the N/L ratio, dyspnoea and cyanosis had the 

highest SHAP scores, the clinically relevant variables with the 

strongest relationship were: N/L ratio of more than 4, absence 

of branch confluence and the presence of cyanosis. While the 

elevation of the N/L ratio, like other inflammatory markers 

like ESR and C-reactive protein, is known to occur in several 

inflammatory conditions, the other two variables indicate a 

worse cardiac ‘outlet obstruction’ and hence a more severe 

TOF pathology[1],[38]. It should be cautioned that the ML 
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results from the association analysis hold good only for the 

male gender, unlike the ‘BA-TOF’ score that applied to either 

gender. Larger sample sizes may, however, yield significant 

results for both genders.                                                                                                                                         

Translating our ML results to a real-life scenario, if a 

physician in a primary health clinic were to come across a 

cyanotic male TOF patient with non-specific headache and 

fever, he/she would just require his baseline echocardiography 

records and blood count report to rule in or rule out a CBA. If 

the patient’s echocardiography records reveal the absence of a 

branch confluence, and his blood test demonstrates an N/L 

ratio of more than 4, the physician would be more than 90 % 

certain that the patient is harbouring a CBA. The patient could 

then be referred urgently to a higher centre for CT 

confirmation of the diagnosis and early institution of 

treatment.  

3.3. Study Limitations 

This retrospective study has the inherent limitation of 

confounding factors that are not recognised or apparent yet. 

The study's strength could be explored further by 

prospectively validating the ML models on larger samples and 

across different centres. ML predictive analysis was utilized 

in the current study to identify biomarkers that would indicate 

the concurrent presence of a CBA in a TOF patient. It would 

also be worthwhile to prospectively investigate if ML could 

be used to predict the future occurrence of a brain abscess in a 

given TOF patient based on his or her baseline investigations. 

It would serve as an additional pointer for the patient to seek 

corrective treatment for TOF as soon as possible since even a 

partially managed TOF patient is still at risk of developing a 

CBA. 

 

4. Conclusion 
 Machine learning techniques have been applied to 

identify biomarkers and cardiogenic screen brain abscesses in 

the Tetralogy of Fallot patients. They outperform the 

traditional logistic regression-based ‘BA-TOF score’ in 

identifying the biomarkers. The Random forest algorithm 

demonstrated the best evaluation metrics of the various 

models tested. A wrapper designed with conformal prediction 

to rule out generalization errors boosts the confidence of the 

classification results obtained. SHAP analysis highlights the 

predictive features with local and global interpretability about 

the outcome. The analysis clearly presents the interplay and 

dependencies of the variables in this clinical scenario. Finally, 

the combined associative rule matching aided the clinical 

decision-making in arriving at a simple checklist and guidance 

in screening brain abscesses amongst TOF patients considered 

in the study. A combination of three variables can accurately 

and reliably aid the clinician in suspecting a CBA in male TOF 

patients. Thus an ML framework designed with careful 

analysis in providing definitive and largely interpretable 

results with high confidence is proved to be an able tool in 

clinical decision making. 
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