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Abstract - The remotely sensed images acquired through the satellites play a significant role in various crop management 

applications in agriculture, security and defense activities, monitoring disasters, and change detection on Land with LULC. 

Sometimes these images carry the climatic noise occurrences over the ground surface, which may occlude the regions. This 

article presents a novel method for detecting and removing climatic noise from remotely sensed images acquired from 

LANDSAT8/OLI/TIRS with accurate Ground Truth Validation. The proposed system identifies the climatic noise by using the 

combination of empirical pixel values of the Quality Assessment Band and Band-9 of LANSAT8/OLI/TIRS. Land cover 

obtained is classified using Maximum Likelihood Classifier (MLC), Random Forest Classifier (RF) and Minimum Distance 

Classification (MDC), with NDVI and NDWI thresholds. The image is reconstructed after collecting and replacing the pixel 

values, with the influence of Climatic Noise using the reference image. The performance measurements used for the 

proposed system depict the desired results. The Standard Error (SE) is almost close to zero for all the scenes. User 

Accuracies and Producer Accuracies are also more than 90 %. The K-hat statistics are also closer to one for all scenes, and 

the overall accuracy achieved is also more than 90% for most of the scenes. It is seen from the statistics and findings 

achieved with the proposed system; the ground cover obtained with the proposed system can be further utilised in the 

applications of the remote sensing field.   

Keywords - Climatic Noise, Maximum Likelihood Classifier (MLC), Minimum Distance Classification (MDC), Normalised 

Difference Vegetation Index (NDVI), Normalised Difference Water Index (NDWI), Random Forest Classifier (RF). 

1. Introduction  
 The proposed system acquires the scene from the 

satellite LANDSAT8/OLI/TIRS, having an occurrence of 

climatic noises. The proposed system aims to identify these 

noisy pixels by using their spectral differences from the 

material available on the scene. After the reduction in 

climatic noise, ground data is validated using the error matrix 

obtained. The proposed system uses the Maximum 

Likelihood Classification, Minimum Distance Classification 

and Random Forest Classification to classify the land cover 

with Water, Vegetation, Built-up, and Soil classes. The 

classification is enhanced by applying NDVI and NDWI 

indexes to segment the classes more accurately. The 

boundaries or edges of the elements present on land cover, 

made with this admixing, may help the better presentation of 

ground truth with proper segmentation. The proposed system 

is developed considering the climatic noise of Cirrus, Cloud 

and Shadows, which may hide ground truth regions. It has 

been observed that many pixels are not recognised during 

classification using the only “Quality analysis band”. So, to 

identify the cirrus pixels more precisely and to avoid the 

burring of edges of cloud area boundaries proposed system 

of cirrus detection and removal used the combination of 

band-9 and quality analysis band, which makes the effective 

detection of cirrus pixels and avoids the misclassification of 

cirrus, cloud, and shadow pixel. Following is the block 

schematic (fig.1) of the proposed system to identify and 

reduce the climatic noise from scenes captured with 

LANDSAT satellite by Detection and Removal of Climatic 

Noise with Ground Truth Validation using MLC, MDC, and 

RF.  

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Fig. 1 Block Schematic of Cirrus Detection and Removal 

 

The proposed system is motivated by the image processing 

applications [27] to [31] presented in various fields. Remote 

sensing applications aim to take images obtained through 

satellites and aerial photography. The existing work 

conducted by the researchers has also stated the significance 

of the detection and removal of climatic noise in the field of 

remote sensing. Daniel Schlapfer et al. [1] have developed 

the elevation-based cirrus removal technique, which is 

mainly observed over midlatitudes and tropical regions. As a 

result, many of the images were produced. 

Bo-Cai Gao et al. [2] utilized the band-9 (1.375 m) of 

Landsat8/OLI/TIRS for the detection of cirrus pixels and 

masked the thin cirrus-influenced area. This paper presented 

the technique on three datasets Landsat8/OLI, with the 

combined NIR and SWIR data. Suggested to use the 

empirical data for more effective results. Binxing Zhou et al. 

[3] implemented the RTM algorithm with b-9 to reduce the 

cirrus with Landsat8/OLI. Yang Shen et al. [4] used ICA 

with b-9 to remove the influence of cirrus. Ratna Prastyani et 

al. [5] used image-based techniques to correct the cirrus 

cloud from Landsat8/OLI. Jing Wei et al. [6] implement an 

advanced RFmask algorithm by combining the pixels from 

the Random Forest algorithm and segmentation with the 

SEEDs method. Nan Ma et al. [7] implemented CNN to 

detect clouds and correctly classify pixel values. Lam Pham 

et al. [8] developed a classification-based application to 

detect the cloud pixels from NWPU-RESISC-45. The cloud 

regions are improved with GAN based method of MEcGANs 

proposed by Cengis Hasan et al. [9]. Sergii Skakun et al. [10] 

Presented CMIX for Landsat-8, Sentinel-2 Z. Li et al. [11] 

Solution to suppress the problems of omission or 

commission errors in the removal of cloud. 

Chepfer, H et. al. [12] used the Rayleigh method with 

POLDER-1 to validate the attributes related to the cirrus 

cloud. Amy Tal Rose et al. [13] presented an ACE and MF to 

elaborate on replacing the noise pixels with AVIRIS using 

the reference image. Tran Thi Ngoc Trieu et al. [14] analyzed 

the importance of cirrus and aerosol with GOSAT. Qiang Li 

et al. [15] used LIDAR to observe the properties of the 

Cirrus cloud during the ten years span. 

Ali S et al. [16] observed the seasonal change in west 

Bengal using the LIDAR sensor. Lidar (MPL). Liang, S et. 

al. [17] corrected the vegetation region with the SAV method 

from Sentinel by detecting and removing the cirrus effect. 

Junmei Kang et al. [18] used GEE to label the data to present 

the clouds and extract the regions of paddy plants with 

SENTINEL-1 and SENTINEL-2. The cirrus cloud had been 

detected and removed from the sentinel-2, and ground truth 

validation performed by supervised classification and 

diminishing the cirrus, cloud and shadow with MDC is 

presented by Renuka Gound et al. [19][33] 

2. Materials and Methods  
LC08_L1TP_144046_20180206_20200902_02_T1 is 

the product id of the targeted scene. The scene was acquired 

on 6th February 2018 (Scene-1) [24]. The cloud coverage of 

the scene is 45.56%. The scene is having influenced by 

various climatic noises, mainly clouds, cirrus clouds, and 

shadows. C08_L1TP_144046_20180222_20200902_02_T1 

is the second targeted image. This scene was acquired on 

22nd February 2018 (Scene-2) [32], which can be utilized as 

a reference image to remove the climatic noise from the first 

targeted image. The cloud coverage on the scene is 0.04%. 

LC08_L1TP_144046_20180411_20201015_02_T1 is 

the third targeted image. This scene was acquired on 11th 

April 2018 (Scene-3) [26], which can be utilized as a 

reference image to remove the climatic noise from the first as 

well as the second targeted image. The cloud coverage on the 

scene is 2.66%. To identify the cirrus pixels more precisely, 

the combination of band-9 and quality analysis band which 

makes the effective detection of cirrus pixels, along with the 

determination of cloud and shadow effect over the scene. As 

it has been observed while using the only quality analysis 

band, most of the pixels which carry the information of 

cirrus, cloud and shadow are left out. The image was 

acquired on 6th February 2018 with 45.56% cloud cover 

(Scene-1). The land cover is categorized by using the training 

input containing 43 ROIs (Region of Interests). The image 

Acquired on 22nd February 2018 with 0.04% cloud cover 

(Sccene-2) is classified with training input of 174 ROIs as 

the cloud coverage is less, leading to better land cover 

categorization. This classified land cover is significant for 

removing climatic noise from scene-1. The image acquired 

on 11th April 2018 with 2.66% cloud cover (Scene-3) is 

classified by using the training input containing 43 ROIs. 

With the above-mentioned parameters, the scenes are 

classified using MLC, MDC, and RF. NDVI (Normalized 

Difference Vegetation Index) and NDWI (Normalized 

Difference Water Index) are applied to highlight the 

boundaries of the Vegetation area and water area.  

Ground Truth validation 

by Statistical Analysis 

and findings from error 

matrix 

Supervised Classification 

with accurate segmentation 

of edges through NDVI and 

NDWI. 

Acquiring Band Images 

from Landsat8 OLI/TIRS 

with Cirrus Cloud 

influence 

Cirrus, Cloud, Shadow 

Detection and Removal 

using B9, BQA and 

Reference Scene 
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(a) Scene-1 (b) Scene-2 (c) Scene-3 

   

   
(d) Masking cirrus, cloud and shadow pixels by combining QA and B-9 with MLC 

   
(e) Masking cirrus, cloud and shadow pixels by combining QA and B-9 with MDC 

   
(f) Masking cirrus, cloud and shadow pixels by combining QA and B-9 with RF 

Fig. 2 Masking cirrus, cloud and shadow pixels. 
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(a) Scene-1 (b) Scene-2 (c) Scene-3 

   

   
(d) Removal of cirrus, cloud and shadow pixels by combining QA and B-9 with MLC 

   
(e) Removal of cirrus, cloud and shadow pixels by combining QA and B-9 with MDC 

   
(f) Removal of cirrus, cloud and shadow pixels by combining QA and B-9 with RF 

Fig. 3 Removal of cirrus, cloud and shadow pixels  
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The calculated NDVI threshold selected for vegetation 

is a value greater than 0.5, and the water index for NDWI 

is the values greater than zero, i.e., all positive values, to 

fix the boundaries of these areas. The proposed system 

combines pixel values of climatic noise associated with 

QA and Band-9; These pixel values are masked for the 

left-out pixels from classification. Then with the reference 

image, all masked pixels are replaced to reconstruct the 

climatic noise-free image. 

Fig. 3 displays the reconstructed classification maps 

for scene-1, scene-2 and scene-3. After removing climatic 

noise from classified images, ground truth needs to be 

checked for further applicability. Therefore, an error 

matrix is used to evaluate the exactness of ground truth. 

The following section explains the statistical analysis and 

findings of the proposed system.   
 

3. Results and Discussion  

Table 1. Statistics with QA, B9 and MLC 

Class Water Vegetation Built-up Soil 

Scene-1 Statistics 

SE 0.0 0.0 0.0 0.0 

PA 67.6 95.9 95.9 93.8 

UA 99.9 90.6 93.5 98.7 

K-hat 1.0 0.9 0.9 1.0 

Scene-2 Statistics 

SE 0.0 0.0 0.0 0.0 

PA 82.0 93.3 97.1 100.0 

UA 100.0 99.4 99.4 94.1 

K-hat 1.0 1.0 1.0 0.9 

Scene-3 Statistics 

SE 0 0 0 0 

PA 100 86 100 100 

UA 100 100 99 91 

K-hat 1 1 1 1 

Table 2. Statistics with QA, B9 and MDC 

Class Water Vegetation Built-up Soil 

Scene-1 Statistics 

SE 0.0 0.0 0.0 0.0 

PA 99.3 93.7 97.8 99.9 

UA 99.7 99.3 99.9 97.4 

K-hat 1.0 1.0 1.0 0.9 

Scene-2 Statistics 

SE 0.0 0.0 0.0 0.0 

PA 70.4 99.8 100.0 99.9 

UA 100.0 96.4 100.0 99.9 

K-hat 1.0 1.0 1.0 1.0 

Scene-3 Statistics 

SE 0.0 0.0 0.0 0.0 

PA 100.0 100.0 100.0 99.5 

UA 100.0 99.2 99.1 100.0 

K-hat 1.0 1.0 1.0 1.0 

Table 3. Statistics with QA, B9 and RF 

Class Water Vegetation Built-up Soil 

Scene-1 Statistics 

SE 0.0 0.0 0.0 0.0 

PA  74.6 93.3 49.9 94.0 

UA  100.0 75.0 91.9 89.4 

K-hat 1.0 0.6 0.9 0.8 

Scene-2 Statistics 

SE 0.0 0.0 0.0 0.0 

PA  26.4 77.1 55.5 29.0 

UA  100.0 35.2 20.1 99.9 

K-hat 1.0 0.1 0.1 1.0 

Scene-3 Statistics 

SE 0.0 0.0 0.0 0.0 

PA  100.0 100.0 82.4 55.0 

UA  85.1 29.4 42.4 99.3 

K-hat 0.8 0.2 0.4 1.0 

The ground cover (36927.3 Km2) obtained after 

removing cirrus, cloud, and shadows are evaluated with an 

error matrix.  

The summarization of the scenes with different 

accuracy metrics using MLC is given in table 1. 

The summarization of the scenes with different 

accuracy metrics using MDC is given in table 2. 

The summarization of the scenes with different 

accuracy metrics using MDC is given in table 3.  

The results obtained with QA, B-9 and RF are good 

for scene-1, but for scene-2 and scene-3, OA is not more 

than 80%, and k-hat is also not much closer to 1. So, it 

needs to add more samples and trees for accurate 

classification. 

The overall accuracy of the ground truth of Scene-1, 

Scene-2 and Scene-3 is almost above 90 %, and k-hat is 

also closer to 1 when the system is implemented with QA, 

B-9, MLC, and MDC.  

Table 4. Ground truth Validation with OA and K-hat 

Sr. 

No. 
Algorithm 

Landsat8/                

OLI/ TIRS 

scenes 

Overall 

accuracy 

[%] 

K-hat  

1 

Ground truth 

validation 

with MLC 

Scene-1 94.5 0.9 

Scene-2 97.0 1.0 

Scene-3 96.3 0.9 

2 

Ground truth 

validation 

with MDC. 

Scene-1 98.4 1.0 

Scene-2 98.9 1.0 

Scene-3 99.7 1.0 

3 

Ground truth 

validation 

with RF 

Scene-1 83.9 0.8 

Scene-2 44.6 0.2 

Scene-3 62.9 0.4 
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Standard Error (SE) is almost close to zero for all the 

scenes. Producer Accuracy of the reference map is above 

86% except for the Water class in Scene-1; User Accuracy 

is almost greater than 90%. The K-hat statistics are also 

closer to one for all scenes. The overall accuracy and k-hat 

achieved with the proposed system are displayed in table 4.  

With the statistics of the scenes resulting from the 

proposed QA system, B-9, MLC, and MDC can be further 

applied in remote sensing. One can observe the OA and K-

hat obtained with some of the existing systems of MLR, K-

NN, SVM and RF in table 5.   

The OA (%) and K-hat, the reliability parameter, 

shown in table 5 for the specified database, can be 

interpreted as follows 

Nguyen, H.T.T [21] displayed the result of the Dry 

Season (2017-2018) databse. The OA obtained for the dry 

season database using MLR, ik-NN, SVM, and RF is 

68.3%, 72.1%, 73.2%, and 67.7%. The K-Hat 0.7 is 

obtained with the algorithms applied. 

Y. & Yulianti [22] used SEN2COR object-based 

segmentation over the South Solok database and achieved 

91.3% OA and 0.9 K-Hat. Ju and Zeng [23] used RF 

(Random Forest) algorithm (integrated multi-decision tree 

classification method) to validate the data on sentinel 

scenes, which resulted in 75% OA and 0.7 K-Hat. The 

proposed system performed the experimentations on the 

LANDSAT8 scenes. 

LC08_L1TP_144046_20180206_20200902_02_T1, 

LC08_L1TP_144046_20180222_20200902_02_T1, 

LC08_L1TP_144046_20180411_20201015_02_T1, 

Table 5. Ground truth Validation with Existing Systems 

Sr. 

No. 
Algorithm Scenes 

Overall 

accuracy 

[%] 

K-

hat 

1 
Multinomial Logistic 

Regression (MLR)  

Dry Season 

(2017-2018) 

[21] 

68.3 0.7 

2 
Improved k-Nearest 

Neighbors (ik-NN)  
72.1 0.7 

3 
Support Vector 

Machine (SVM) 
73.2 0.7 

4 Random Forests (RF) 67.7 0.7 

5 

SEN2COR, Object-

based Segmentation 

and Classification  

South Solok 

[22] 
91.3 0.9 

6 

RF (Random Forest) 

algorithm (integrated 

multi-decision tree 

classification method)  

SENTINEL-

2A Scenes 

[23] 

75 0.7 
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4 (b)  Statistics with QA, B9 and MDC 

 

 

 
4 (c)  Statistics with QA, B9 and RF 

Fig. 4 Performance Metrics obtained for the proposed system with QA, B9 (MLC, MDC, RF) 
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Fig. 5 Comparison of Performance Metrics obtained with the proposed system of cirrus, cloud and Shadow removal using QA, B9 (MLC, MDC,  

RF)  and existing benchmark systems. 

These are located in India and are referred to as Scene-

1, Scene-2, and Scene-3, respectively. The proposed system 

of recognising and diminishing the cloud and shadow pixels 

produces the overall accuracies (%) for validation of ground 

truth with quality assessment band (QA), and B9 for 

Scene1, Scene 2, and Scene 3 using MLC are 94.5364, 

97.0421, 96.3385; using MDC are 98.373, 98.8813, 99.6629 

and using RF are 83.8781, 44.5804, and 62.9228. The k-hat 

achieved with the proposed system quality assessment band 

(QA) and B9 for Scene1, Scene 2, and Scene 3 using MLC 

are 0.9178, 0.9552, 0.9437, quality assessment band (QA) 

and B9 for Scene1, Scene 2, Scene 3 using MDC 

0.973,0.9806, 0.9937, and quality assessment band (QA) 

and B9 for Scene1, Scene 2, Scene 3 using RF are 0.7509, 

0.2083, 0.3631. The better result obtained with the proposed 

system when blended with MDC can be viewed in the 

comparison graph shown in fig. 5. 

The varide statistics SE, PA, UA, and K-hat obtained 

with the proposed system of QA, B-9, with MLC, MDC 

and RF can be visualised through the graphical 

presentation displayed in fig.4. It can be observed from the 

graphs that the pixels collected with QA, B9 and MDC 

give the more accurate classification result. The 

outperformance of the proposed system with QA, B-9, 

MLC and MDC can be seen from the graph shown in 

Fig.4 and Fig. 5. 

4. Conclusion  
The proposed system identifies the climatic noise by 

using the combination of empirical pixel values of the 

Quality Assessment Band and Band-9 of 

LANSAT8/OLI/TIRS. Land cover is classified using 

Maximum Likelihood Classifier (MLC), Minimum 

Distance Classification (MDC), and Random Forest 

Classifier (RF) by using the threshold calculated with 

NDVI and NDWI.  

The Land Cover is reconstructed after collecting and 

replacing the pixel values; comparing performance 

measurements with existing systems depicts the desired 

results achieved to validate ground truth.  

The resultant OA percentage and reliability operator 

obtained with the proposed system when blended with 

MDC and MLC is better than the existing methods. The 

results obtained with QA, B-9 and RF are good for scene-1, 

but for scene-2 and scene-3, OA is not more than 80%, and 

k-hat is also not much closer to 1. So, it needs to add more 

samples and trees for accurate classification. This research 

can be carried forward for improving the classification 

obtained with QA, B-9 and RF algorithm, as the results 

achieved with this method may not be utilized for its 

applicability in the field of remote sensing. 
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