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Abstract - Observational and interview-based evaluations are used to diagnose autism spectrum disorder (ASD), but these 

methods are labor-intensive, highly subjective, and fraught with doubts about their validity and reliability. Artificial 

intelligence’s deep learning subfield focuses on creating useful new programmes in many fields. Its great classification 

accuracy makes it a popular tool for mining large datasets for previously unseen patterns and insights. This paper proposes a 

bio-inspired optimization-based deep learning technique to perform robust classification of ASD with neuroimaging data, 

namely Rapturous Chimp Optimization-based Feed-Forward Neural Networks (RCO-FFNN). Fitness evaluation, exploration, 

and exploitation play a vibrant role in RCO-FFNN to achieve better accuracy. In RCO-FFNN, social incentives are preferred 

to detect ASD and non-ASD. The Autism Brain Imaging Data Exchange II (ABIDE-II) dataset, a worldwide multisite 

collection of functional and structural brain imaging data, is used to test the RCO-FFNN’s efficacy. Results make an 

indication that the RCO-FFNN outperforms current classifiers in terms of Classification Accuracy, F- Measure, Fowlkes-

Mallows Index, and Matthews Correlation Coefficient. 

Keywords - Autism, Chimp, Classification, Feed-Forward Neural Network, Optimization. 

1. Introduction 
The field of Medical Informatics examines how 

computer science and healthcare might work together to 

improve human health. Two different types of medical data 

are brought together by medical informatics to facilitate field 

research. Both the medical history and the images collected 

for it have unique characteristics. Pixels in digital images 

represent actual parts of objects captured by various imaging 

technologies. In contrast, a patient’s biomedical record is 

built from medical test records. Because of their unique 

characteristics, biomedical records and imaging data require 

different research approaches. Researchers and their tools 

have mined biomedical records. Imaging modalities generate 

medical picture data. The challenge in this area is 

determining which areas of the human body are afflicted by a 

certain disease and then classifying the extracted images into 

comparable patterns. Processes involved in medical image 

classification are provided in Figure 1. 

 

Extracting features from a medical picture, representing 

them, and deciding which ones to utilize for classification are 

the first two steps in the medical image analysis process; the 

third is classifying the features and the image. Moreover, 

picture classification plays a crucial part in computer-aided 

diagnostics. It is important to note that three key phases are 

involved in medical picture classification: pre-processing, 

feature extraction, and classification. Once the picture has 

been processed, the features of interest must be extracted to 

analyse the data. To do this, the pattern classification system 

converts the input variables into the corresponding output 

variables.  

The selection of methodologies and strategies for 

utilizing the results of (i) image processing, (ii) recognition 

of patterns, (iii) classification strategies, and (iv) outcome of 

classification into medical expert knowledge poses a 

significant difficulty for image analysis jobs. The primary 

goal of medical picture classification is to determine not only 

a high level of accuracy but also to pinpoint the exact 

anatomical locations of illness. Better clinical care can be 

achieved in the future by developing an automated diagnosis 

method using picture data. Given that translating the results 

of picture classification studies into the specialized 

knowledge of medical professionals remains a significant 

problem, there is still much room for exploration in image 

classification research. 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Fig. 1 Image Classification Process 

 

1.1. Autism 

Involvement in highly structured routines and limited, 

repetitive behaviour patterns, interests, or activities are 

hallmarks of Autism Spectrum Disease (ASD), a 

neurodevelopmental disorder [1]. Reciprocal social contact 

may be impaired because children with ASD have trouble 

with functional initiatives, social initiatives, and socially 

appropriate replies. Most intervention studies employ a wide 

range of therapy methods to help children with ASD improve 

their social communication skills, which is considered a key 

weakness in this population [2]. With a total population of 

close to 1.3 billion, India is home to over a third of the 

world’s youth population. According to estimates, millions 

of individuals in India may have autism spectrum disorder. 

The cited research on ASD largely relies on data from 

hospitals. Thus, we do not know how common the illness is 

in India [3]. Its prevalence in communal settings has been the 

subject of very few investigations. It is also challenging to 

assess the true prevalence of ASD due to the inconsistent use 

of properly validated and translated autistic diagnostic 

methods. 

Moreover, ASD is underrecognized since early 

diagnoses are often delayed. Children with ASD require 

more health care, educational assistance, and rehabilitative 

services, all of which have direct and indirect financial 

repercussions for the country. The incidence of ASD in India 

has not been the subject of comprehensive reviews [4], [5]. 

 

Social and communication skills are affected by autism 

spectrum disorder. This disorder, which can have either a 

hereditary or environmental root, affects the neurological 

system and, in turn, the mind, heart, and body [6]. The extent 

and intensity of its symptoms are quite variable. Difficulties 

in communicating, especially in social situations, compulsive 

interests, and repeated mannerisms, are signs of someone 

who has autism. ASD must be identified with a thorough 

evaluation. As part of this process, we use child 

psychologists and other trained specialists to conduct a 

comprehensive examination and a battery of tests to 

determine the best course of action [7], [8]. The Autism 

Diagnostic Interview-Revised (ADI-R) and Autism 

Diagnostic Observation Schedule Revised (ADOS-R) are 
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two examples of standard diagnostic tools. However, these 

are time-consuming and labour-intensive due to their length 

and complexity. ASD affects a sizable percentage of 

children. Although early detection is possible in most 

situations, the main stumbling block is the subjectivity and 

tedium of current diagnosing processes [9]. This means that 

from the moment a diagnosis is suspected to the time it is 

confirmed, patients may expect to wait at least 13 months. 

Due to the high diagnostic time and ever-increasing demand 

for appointments, paediatric clinics across the country are 

operating at or near capacity. Early diagnosis and treatment 

of ASD are vital since they can reduce or relieve symptoms 

to some extent, increasing the level of well-being of the 

individual affected [10]. However, due to delays in raising 

concerns and receiving an official diagnosis, much time is 

wasted while the illness goes unidentified. In addition to 

improving the timeliness and precision of risk assessments 

for autism spectrum disorder (ASD), machine learning 

techniques would be useful in streamlining the whole 

diagnostic process and speeding up the delivery of much-

needed therapy to families [11], [12]. 
 

1.2. Problem Statement 

ASD is a disorder that affects how a person grows and 

develops. Its symptoms appear early in life, but people of 

any age can have it. ASD is a mental condition characterized 

by social interaction, communication, and language 

impairments. However, its effects can be mitigated or 

eliminated if detected early. The intensity and variability of 

ASD symptoms and the co-occurrence of these symptoms 

with those of other mental illnesses make it difficult to make 

an accurate diagnosis at an early stage. As deep learning 

techniques are being used in more areas, doctors can now get 

help identifying ASD at an earlier age. The necessity for an 

automated method to predict ASD originates from the 

difficulty of human clinicians in isolating and focusing on 

the most important factors in making such a diagnosis. The 

cost of diagnosing ASD keeps increasing daily and can be 

cut with deep learning and optimization strategies. 
 

1.3. Objective 

The primary goal of this research is to propose a 

classification algorithm, namely Rapturous Chimp 

Optimization-Based Feed-Forward Neural Networks, that 

can reliably detect the presence of ASD in ABIDE II dataset, 

which holds fMRI scan images.  
 

1.4. Organization of the Paper  

The processes involved in digital image processing, 

ASD, the problem statement, and the objective of the 

research are discussed in Section 1. Section 2 examines the 

existing research on how to classify ASD. Section 3 presents 

the novel bio-inspired deep learning method for ASD 

diagnosis. A brief overview of the ABIDE II data collection 

is provided in Section 4. Section 5 provides the evaluation 

metrics used to assess how well the suggested classifier 

performs compared to other classifiers. Discussions of the 

result are presented in Section 6. In Section 7, the conclusion 

with future enhancements is discussed. 
 

2. Literature Review 
“Automatic Imitation” [13] examines the animacy and 

perception belief based on the brain paradigm. The top-down 

and bottom-up beliefs are manipulated to suppress the 

animacy. Results are generated using neural and behavioral 

responses, and behavioral analysis is carried out. The 

imitative flexibility is examined biologically, results are 

generated, and 𝐴𝑆𝐷 is predicted. “Adaptive Independent 

Subspace Analysis (𝐴𝐼𝑆𝐴)” [14] is employed in the current 

study to discover the electroencephalogram tasks from the 

MRI scan. Results are tested with an image texture analysis 

method, and different matrices are obtained. The features are 

fetched and mapped in the feature space in 2𝐷.  

The results are generated and tested with the cross-

validation method. “Robot Teleoperation” [40] is used in the 

current study of 𝐴𝑆𝐷 detection for children with the 

incorporation of robot behavior. The behavioral feature set of 

robots is integrated into the architecture and explored with 

human intervention. The motion structures are retrieved and 

evaluated with the autistic child’s behavioral structures, and 

the interaction is demonstrated with training and testing 

samples. “Multifractal Analysis” [16] is applied in the 

monitoring task of attention deficit hyperactivity disorder 

(𝐴𝐷𝐻𝐷) in the proposed study. Features essential for 

analysis are extracted, and arithmetic recognition of task are 

generated using Higuchi fractal dimension spectrum 

(𝐺𝐻𝐹𝐷𝑆) method. Recognition accuracy is obtained from 

single and multi-channel algorithms, and ranking is provided 

using channel ranking measures.  

 

“Emotion-based Frames Extraction” [17] is innovated in 

the proposed study to demonstrate the training for children 

with ASD. The classifier for hypothesizing the training is 

performed, and the probability scores from the different 

classifiers are fetched. The game sessions are detected 

properly, and classifier performance is portrayed compared 

with other existing techniques. The “Multiresolution 

Variable Selection” [18] method with Bayesian probit 

regression architecture is proposed for the detection of 𝐴𝑆𝐷.  

Markov Chain Monte Carlo (𝑀𝐶𝑀𝐶) algorithm is 

applied for variable selection, and two levels of priors for 

structural data are incorporated. The anatomical brain regions 

have functional connectivity, voxels are selected, and 𝑅𝑆 −
𝐹𝑀𝑅𝐼-based data are used for evaluation. Simulation results 

are executed and compared with existing techniques. “Source 

localization from 𝐸𝐸𝐺 using independent component 

analysis” [19] is applied for understanding 𝐴𝑆𝐷 in 

neurobiological order for the proposed study.  
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The active regions are detected that are closer to fMRI. 

The time differing connectivity is estimated by translating 

the 𝐸𝐸𝐺 resolution, and analysis is performed. The 𝐸𝐸𝐺 is 

used to track the impact of 𝐴𝑆𝐷 diagnosis and its treatment 

stage for further investigation. “Multiplayer Interaction 

Platform” [20] is developed along with the virtual reality of 

eye-tracking method for predicting 𝐴𝑆𝐷 individuals. 

Participants of both 𝐴𝑆𝐷 and 𝑇𝐷 are involved in the study, 

and results are generated in every participant group. The eye-

gaze-based data are used based upon the looking pattern and 

performance portrayed as 𝐺𝑅𝑂𝑈𝑃𝐴𝑆𝐷 and 𝐺𝑅𝑂𝑈𝑃𝑇𝐷. 

 

“Multi-Robot System” [21] is proposed in the current 

study for handling robot communication with autistic 

patients in single and multi-level. The robot is imitated the 

visual space, and findings are detected. Results are generated 

by using the brain and eye contact of both male and female 

participants. Accuracy of right space and left visual space is 

obtained, and performance is detected. Power Spectral 

Density is acquired to measure the hemisphere of the right-

side brain of 𝐴𝑆𝐷 individuals. “Multi-Robot Therapy” [22] 

with three Interaction frameworks called, Stage-1 

(𝐻𝑢𝑚𝑎𝑛 − 𝐻𝑢𝑚𝑎𝑛), Stage-2 (𝐻𝑢𝑚𝑎𝑛 − 𝑅𝑜𝑏𝑜𝑡), and 

Stage-3 (𝑅𝑜𝑏𝑜𝑡 − 𝐻𝑢𝑚𝑎𝑛) is designed in the proposed 

study for enhancing the communication level of autistic 

children. Two command sets called: Controls and 

Evaluations are integrated at three levels. Multi-human 

communication is enabled, and joint attention is improved. 

Using the Childhood Autism Rating Scale value, the 

technique is validated. “Revised Psychoeducational 

Evaluation Scale” [23] is applied for evaluating the web 

system to enhance learning strategy in predicting 𝐴𝑆𝐷.  

Different cognitive developmental areas are considered 

and the method called, Treatment and Education of Autistic 

Communication are applied to creating digital learning 

technology. The technique’s performance is evaluated, and 

results are classified as Failures, Emergent, and Success. 

“Image Generator” [24] is designed to generate brain images 

in a single volume with the voxel time point. Deep Learning 

approaches are used for classification and ensemble together. 

The cross-validation technique is applied to validate the 

solutions, and a comparison is carried out. Pre-processing is 

also done to remove redundant pipelines and outperform 

them better than baseline techniques.  

 

“Eye Tracking” [25]  datasets are introduced in the 

current study to diagnose 𝐴𝑆𝐷 individuals. They cover both 

the high-level to low-level functioning of autism. Also, the 

validation projects that used the gaze dataset can provide a 

way to handle a small number of datasets, and simulation 

needs to be carried out for enhancement. “Multi-Class 𝐴𝑆𝐷 

Classification” [26] is used to determine the 𝐴𝑆𝐷 patients, 

and the features are extracted initially using the patch-based 

functional correlation tensor technique. Using multi-source 

domain adaptation, the source domains are turned into target 

space, and a multi-view classifier called multi-view sparse 

representation is developed to enable the diagnosis level. 

Experimental results are generated to show the effectiveness 

of the technique. “Eye-Movement Behaviors” [27] predict 

the 𝐴𝑆𝐷 problem among children. Different participants 

with 𝐴𝑆𝐷 and 𝑇𝐷 individuals are explored by differentiating 

into two groups, and the interaction between child-robot is 

increased. K-means clustering groups the gaze locations and 

determines the attention level. Results are generated based on 

the eye behavior with and without 𝐴𝑆𝐷. Successful 

applications of bio-inspired optimization have expanded into 

new fields like advanced networking [28]–[37], cyber 

security, medical image mining, share market prediction, etc. 

An approach called “Genetic-Evolutionary Random 

Support Vector Machine (𝐺𝐸𝑅𝑆𝑉𝑀)”[38] is developed, in 

which a group of 𝑆𝑉𝑀s chooses samples and features at 

random. Alterations are made to the genetic evolution, and 

the reliability of the categorization system is checked. To aid 

in diagnosing 𝐴𝑆𝐷, resting-state 𝑓𝑀𝑅𝐼 is utilized to locate 

aberrant brain areas. Recursive Cluster Elimination-based 

Support Vector Machine (𝑅𝐶𝐸 − 𝑆𝑉𝑀) falls under the 

category of machine learning classification approach that is 

used by “Functional Connectivity Complex Network 

Measures (𝐹𝐶 − 𝐶𝑁𝑀)” [15, 39]  to assess the prediction 

efficiency of conventional connectivity and complex network 

measures acquired from the ABIDE dataset. 𝑅𝐶𝐸 − 𝑆𝑉𝑀 

was used to examine the prediction performance of three 

distinct feature sets: (1) Functional Connectivity, (2) 

Complex Network Measures, and (3) a combination of both 

1 and 2. 𝐹𝐶 − 𝐶𝑁𝑀 has three stages: Clustering features, 

calculating the feature’s relevance for cluster classification, 

and removing clusters with minimal scores using 𝑅𝐶𝐸. 
 

3. Rapturous Chimp Optimization-based Feed-

Forward Neural Networks  
3.1. Feed-Forward Neural Networks 

Artificial Neural Networks are mathematical models 

that, like the human brain, consisting of layered structures 

representing linked networks of neurons. Synapses connect 

each neuron in one layer to every other neuron in another 

layer below and above it (i.e., in a one-to-many manner). The 

learning process alters the original weights assigned to these 

links, which were randomly generated. 
  

The input layer refers to the initial layer of a network 

architecture, which is in charge of taking in data. Similarly, 

the final layer is referred to as the output layer since it 

provides the final results. There may be nil, one, or several 

concealed levels depending on the circumstances. Neural 

network architects seek to accelerate learning by determining 

the optimum layer thicknesses. The number of input neurons 

is proportional to the number of characteristics of the item 
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under the analysis. In contrast, the output neurons count is 

proportional to the class count, and the objects are sorted 

based on the same. 
 

Each neuron takes an input value, applies an activation 

function, and transmits the resulting signal to the layer below 

it. The 𝑠𝑡ℎ neuron in the 𝑎𝑡ℎ layer receives the input signal 

by following the Eqn. (1): 

𝑒𝑠
𝑎 = ∑ 𝑛𝑠𝑤

𝑎 𝑞𝑤
𝑎−1,

𝑡

𝑤=1

 (1) 

The weight of the link between the  𝑠𝑡ℎ neuron of the 

𝑎𝑡ℎlayer and the 𝑤𝑡ℎthe neuron of the preceding layer is 𝑛𝑠𝑤
𝑎 , 

and the value of the output signal from the 𝑤𝑡ℎ the neuron of 

the previous layer is 𝑞𝑤
𝑎−1. The signal produced by the  𝑠𝑡ℎ 

the neuron is expressed as Eqn. (2): 

𝑞𝑠
𝑎 = 𝑔(𝑒𝑠

𝑎) = 𝑔 (∑ 𝑛𝑠𝑤
𝑎 𝑞𝑤

𝑎−1

𝑡

𝑤=1

). (2) 

The number of activation functions (i.e., threshold 

function used for transferring) is rather large. A bipolar linear 

function is a popular option to achieve activation, and it is 

mathematically expressed as Eqn. (3): 

𝑔(𝑒𝑠
𝑎) =

2

1 + ℎ−𝛿𝑒𝑠
𝑎 − 1 =

1 − ℎ−𝛿𝑒𝑠
𝑎

1 + ℎ−𝛿𝑒𝑠
𝑎  (3) 

where 𝛿 is a factor that modifies the activation 

function’s “width” (i.e., the convergence rate). 

  

It is necessary to train an artificial neural network in 

ASD identification after it has been constructed. ANNs can 

learn by making precise changes to the weights of 

connections between neurons. 𝐹𝐹𝑁𝑁 employs a back-

propagation strategy which is a training approach in which 

the values of the connections are modified sequentially from 

the output layer to the input layer. The information placed 

into any 𝐹𝐹𝑁𝑁 always travels opposite (i.e., reverse 

direction). The training aims to reduce the loss function for 

each element in the training set (𝐹). Every time a neural 

network is fed, the obtained outputs are compared with the 

predicted outputs, which are part of the training set and are 

introduced into the first layer via input synapses. The loss 

function represents the distinction between the expected and 

observed values. Average Standard Deviation was calculated 

using Cost or Pass Loss can be used to determine the 

similarity present in Log Degradation. When expressed in 

terms of MSE, the total training set error may be stated as 

Eqn. (4): 

𝐻 = ∑ ∑(𝑦𝑠 − 𝑞𝑠)2

𝑡

𝑠=1𝐹

 (4) 

where 𝑡 is a vector dimension indicating the count of 

neurons present in the output layer, 𝑦𝑠 is the predicted value 

at the  𝑠𝑡ℎ scalar position, and 𝑞𝑠 is the actual value at the 

 𝑠𝑡ℎ scalar position. Adjusting synaptic weights begins at the 

output layer and works on the way back via the hidden levels 

until it reaches the input layer. The calculation for adjusting 

the weight is expressed as Eqn. (5): 

𝑛𝑠𝑤
𝑎 = 𝑛𝑠𝑤

𝑎 + 𝛼∇𝑛𝑠𝑤
𝑎 , (5) 

where 𝛼 indicates a rate of learning, and its coefficient is 

fully utilized to correct errors, and ∇𝑛𝑠𝑤
𝑎  denotes the gradient 

of the synapse’s weight error, and Eqn. (6) depicts the same. 

∇𝑛𝑠𝑤
𝑎 =

𝜕𝐻

𝜕𝑛𝑠𝑤
𝑎 =

1

2
.

𝜕𝐻

𝜕𝑒𝑠
𝑎 . 2.

𝜕𝑒𝑠
𝑎

𝜕𝑛𝑠𝑤
𝑎 = 2𝜃𝑠

𝑎𝑞𝑤
𝑎−1, (6) 

For the layer number 𝑎, the input signal to the  𝑠𝑡ℎ the 

neuron is denoted as 𝜃𝑠
𝑎, while the output signal from the 

 𝑤𝑡ℎ neuron in the preceding layer is denoted as 𝑞𝑤
𝑎−1. 

Finally,  𝐴𝑡ℎ layer will equalize at 𝜃 times, and Eqn. (7) 

represents the same. 

𝜃𝑠
𝐴 =

1

2
.

𝜕𝐻

𝜕𝑒𝑠
𝑎

=
1

2
.
𝜕(𝑦𝑠

𝐴 − 𝑞𝑠
𝐴)2

𝜕𝑒𝑠
𝑎

= 𝑔′(𝑒𝑠
𝑎). (𝑦𝑠

𝐴 − 𝑞𝑠
𝐴), 

(7) 

 

 

 

  
wherein 𝑔′(𝑒𝑠

𝑎) represents the differential of the input 

signal to the corresponding  𝑠𝑡ℎ output neuron, performed 

using the activation function. Here, the value is mostly based 

on the deviation (i.e., error) between the expected and 

observed outcome values. Numerals used in the 𝜃𝑒 of the 

other levels are derived from those of earlier phases, and 

Eqn. (8) depicts the same. 

𝜃𝑠
𝐴 =

1

2
.

𝜕𝐻

𝜕𝑒𝑠
𝑎

=
1

2
. ∑

𝜕𝐻

𝜕𝑒𝑤
𝑎+1

𝜕𝑒𝑤
𝑎+1

𝜕𝑒𝑠
𝑎

𝑇𝑎+1

𝑤=1

= 𝑔′(𝑒𝑠
𝑎) ∑ 𝜃𝑤

𝑎+1𝑛𝑠𝑤
𝑎+1,

𝑇𝑎+1

𝑤=1

 

(8) 

where 𝑇𝑎+1 is the total number of neurons in the(𝑎 +
1)𝑡ℎ layer. 

 

3.2. Rapturous Chimp Optimization (𝑹𝑪𝑶) 

The chimpanzees have both fission and fusion in their 

society. Different parts of society are combined in different 

proportions at different times. Talents and obligations are not 

static for members of chimpanzee society; rather, they are 

constantly developing. This is taken into account by the 

optimization algorithm, which suggests different varieties of 

groups. Each of these groups uses its own set of skills to 

explore the search space for a solution. The four different 

sorts of chimpanzees are (i) drivers (𝐷𝑟𝑣𝑟), (ii) barriers 

(𝐵𝑎𝑟𝑟), (iii) chasers (𝐶ℎ𝑠𝑟), and (iv) attackers (𝐴𝑡𝑘𝑟). 

Together, they are crucial to a successful investigation. The 

𝐷𝑟𝑣𝑟’s keep an eye out for their quarry but make no moves 
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to catch any of them. There is no way for prey to escape 

since the obstacles have effectively built a dam in the forest. 

𝐴𝑡𝑘𝑟 need to be swift on their feet if they want to have any 

chance of catching their prey. Last but not least, 𝐴𝑡𝑘𝑟 plot 

their attacks according to where they anticipate their prey to 

emerge from the lower canopy. To be effective, 𝐴𝑡𝑘𝑟’s must 

be able to predict with pinpoint accuracy what their target 

will do next.  

 

Consequently, after a successful hunt, 𝐴𝑡𝑘𝑟’s are given 

more food (i.e., meat). Attacking is a crucial duty that 

increases with maturity, intelligence, and strength. 

Chimpanzees can also switch roles inside the hunt or remain 

the same throughout. Chimpanzees are known to engage in 

social support, sex, and grooming exchanges, including 

bartering meat. A critical mind may indirectly impact 

hunting by opening up previously unexplored avenues for 

success. It is assumed that only humans and chimpanzees use 

social incentives. Chimpanzees greatly benefit from this trait 

compared to other species of social predators. In addition, the 

chimpanzees’ sexual urge causes them to act irrationally in 

the pivotal stage of the hunt when they abandon all other 

pursuits in favor of the food. Chimpanzees’ unique behavior 

of social hunting may be divided into two phases: (i) 

“exploration,” which requires pursuing, impeding, and 

chasing the prey, and (ii) “exploitation,” which entails 

attacking the victim (i.e., prey).  

 

3.2.1. Chimpanzee Driving and Chasing toward Prey 

Prey is sought during the analyzing stages with the 

available resources. The prey’s movement direction and 

speed can be statistically simulated using Eqn. (9) and Eqn. 

(10). 

𝑦 =  ∑|𝑈. 𝑃𝑝𝑟𝑒𝑦(𝑓) − 𝑐. 𝑝𝑐ℎ𝑖𝑚𝑝(𝑓)| (9) 

𝑃𝑐ℎ𝑖𝑚𝑝(𝑓 + 1) = 𝑃𝑝𝑟𝑒𝑦(𝑓) − 𝑑. 𝑦 (10) 

where 𝑓 indicates the count of the current iteration, 𝑑, 𝑐, 
and 𝑢 denote the coefficient vectors, and 𝑝𝑝𝑟𝑒𝑦 and 𝑝𝑐ℎ𝑖𝑚𝑝 

denote the prey and chimp’s respective position (i.e., 𝑥 and 𝑦 

coordinates) vectors. Eqn. (11), Eqn. (12), and Eqn. (13) 

represent the computation of vectors 𝑑, 𝑐, and 𝑢, respectively. 

𝑑 = 2. 𝑔. 𝑏1 − 𝑑 (11) 

𝑢 = 2. 𝑏2 (12) 

𝑐 =chaotic_value (13) 

Through iteration, 𝑔 is reduced from 2.5 to 0 in a way 

that is not linear, i.e., in both the exploitation and exploration 

phases. Randomized vectors in the interval [0,1] are 𝑏1 and 

𝑏2. Finally, the effect of sexual drive on chimpanzees’ ability 

to hunt is represented by the chaotic vector 𝑐, computed 

using the various chaotic maps.  

In the standard population-based optimization technique, 

particles (i.e., chimpanzees) behave similarly for local and 

global searches. This allows for a single search strategy to be 

used for both. Different groups working independently 

toward a shared objective can be employed in any 

population-based optimization technique to get both a 

deterministic and stochastic search outcome. Different 

chimpanzee communities employ a unique set of tactics to 

update 𝑔. When updating the autonomous groups, any 

continuous function will get executed. These operations must 

be chosen so that 𝑔 decreases with each repetition. 

 

As a whole, these four subsets use their unique 

methodologies to explore distinct areas of the search area. 

Additionally, the best variants of 𝑅𝐶𝑂 with various 

autonomous groups are selected from among the many 

techniques that have been assessed. Table 1 and Figure 3 

displayed the dynamical coefficients of 𝑔. The current 

iteration is displayed as 𝑓, while the maximal number of 

iterations is indicated by 𝐹. Each group of autonomous 

explorers has its unique behavior thanks to the dynamic 

coefficients selected with varying curves and slopes to 

maximize the effectiveness of 𝑅𝐶𝑂s. 

 

Eqn. (9) and Eqn. (10) depict the chimpanzees in two 

dimensions and a three-dimensional display, along with 

various probable future places for the animal. By modifying 

the parameters of the 𝑑 and 𝑢 vectors, a chimpanzee in the 

location (𝑝, 𝑞) can move about the (𝑝 ∗, 𝑞 ∗) location of its 

prey. It is important to keep in mind that the randomized 

vectors 𝑏1 and 𝑏2 provide the chimps access to any location 

in the search space. The scope of this idea may be extended 

to 𝑡 -dimensional search spaces. 

 

3.2.2. Exploration 

First, the chimps will investigate the prey’s position (by 

driving, blocking, and chasing), and second, they could 

encircle it, both of which are modeled mathematically. 

𝐴𝑡𝑘𝑟’s are the ones who often oversee the search. 

Sometimes, the 𝐷𝑟𝑣𝑟, the 𝐵𝑎𝑟𝑟, and the 𝐶ℎ𝑠𝑟 join the 

hunting process. Initial iterations provide no clues regarding 

the position of prey to achieve maximum success. The victim 

(i.e., prey) is believed to be in a defensive position to address 

this deficiency. The 𝐴𝑡𝑘𝑟’s location should then be used to 

revise the positions of the 𝐷𝑟𝑣𝑟, the 𝐵𝑎𝑟𝑟, and the 𝐶ℎ𝑠𝑟. 

Therefore, the top four answers are saved, and the other 

chimpanzees are compelled to adjust their positions to match 

those of the top performers. Eqn.(14) to Eqn.(22) outline the 

parameters of 𝑅𝐶𝑂: 

𝑦𝐴𝑡𝑘𝑟 = |𝑈1𝑃𝐴𝑡𝑘𝑟 − 𝑐1𝑦| (14) 

𝑦𝐵𝑎𝑟𝑟 = |𝑈2𝑃𝐵𝑎𝑟𝑟 − 𝑐2𝑃| (15) 

𝑦𝐶ℎ𝑠𝑟 = |𝑈3𝑃𝐶ℎ𝑠𝑟 − 𝑐2𝑃| (16) 
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 𝑦𝐷𝑟𝑣𝑟 = |𝑈4𝑃𝐷𝑟𝑣𝑟 − 𝑐4𝑃| (17) 

𝑃1 = 𝑃𝐴𝑡𝑘𝑟 − 𝑑1(𝑦𝐴𝑡𝑘𝑟) (18) 

𝑃2 = 𝑃𝐵𝑎𝑟𝑟 − 𝑑2(𝑦𝐵𝑎𝑟𝑟) (19) 

𝑃3 = 𝑃𝐶ℎ𝑠𝑟 − 𝑑3(𝑦𝐶ℎ𝑠𝑟) (20) 

𝑃4 = 𝑃𝐷𝑟𝑣𝑟 − 𝑑4(𝑦𝐷𝑟𝑣𝑟) (21) 

𝑃(𝑓 + 1) =
𝑃1 + 𝑃2 + 𝑃3 + 𝑃4

4
 (22) 

Search agents (chimp) position in the search area is 

updated based on the locations of other chimps. The 𝐴𝑡𝑘𝑟, 

the 𝐵𝑎𝑟𝑟, the 𝐶ℎ𝑠𝑟, and the 𝐷𝑟𝑣𝑟’s all move in a circle, and 

the chimp’s ultimate location is completely random. 
 

3.2.3. Exploitation 

As previously said, once the victim stops moving, the 

chimpanzees will pounce on it and end the hunt. The 

attacking process may be modeled numerically by decreasing 

the value of 𝑔 in a linear fashion. Remember that the 𝑑 

vector has the same limited range as the 𝑔 vector. More 

specifically, 𝑑 is a variable in the range [−2𝑔 , 2𝑔], 

whereas 𝑔 decreases from 2.5 to 0 over time. If the random 

numbers of 𝑑 fall between the interval [1, 1].  

The future location of a chimpanzee ranges from its 

present location to the prey's location. The possibility of 

being stuck in local minima exists in 𝑅𝐶𝑂, even though the 

suggested 𝐷𝑟𝑣𝑟, 𝐵𝑎𝑟𝑟, and 𝐶ℎ𝑠𝑟 techniques do uniquely 

improve exploration capabilities. Thus, a different operator is 

needed to highlight the exploratory capabilities “in the 

exploitation phase.” This means that 𝑅𝐶𝑂, in addition to the 

operators in the exploration phase, requires a second operator 

in the exploitation phase that can avoid local minimum 

entrapment. 
  

The chimpanzees in 𝑅𝐶𝑂 split apart to search the prey 

and attack the same as a group. To mathematically represent 

this behavior, the vectors of 𝑑 are allotted in such a way that 

the contradiction|𝑑| > 1  causes chimps to disperse from 

prey (i.e., local optima avoidance), and the inequality |𝑑| <
1 force chimps to concentrate on prey position (i.e., global 

optima). 
 

The exploring phase of 𝑅𝐶𝑂 aids the 𝑢 vector. In the 

range [0, 2], the random vector 𝑢 is represented by using 

Eqn. (10). This vector gives prey irrational weights that 

either increase (𝑢 > 1) or decrease (𝑢 < 1). The importance 

of the prey’s position in the distance specification given by 

Eqn. (14) to Eqn. (17). In the wild, chimpanzees are 

prevented from reaching their prey by a vector of 𝑢. This 

means that the random weight applied by the vectors of 𝑢 to 

the prey can either make or avoid the hunt. 

3.2.4. Social Incentive-based Exploitation 

The chimpanzee community relies on meat hunting as a 

social incentive (sex, grooming, etc.). Chimpanzees would 

leave their hunts to try to steal the meat from the last stage. 

As a result, in a state of utter chaos, they attempt to get 

hunting meat for gastronomic purposes. Last-stage 

chimpanzee behavior like this may be mimicked with chaotic 

maps. 

  

The deterministic processes present in 𝑅𝐶𝑂 give rise to 

the unanticipated behavior of hunting the prey. The chaotic 

maps present in 𝑅𝐶𝑂 is designed for beginning with an initial 

value of 0.8. Within this approach, the update procedure of 

𝑅𝐶𝑂 is expressed as Eqn. (23). 

 𝑃𝑐ℎ𝑖𝑚𝑝(𝑓 + 1) =

{
𝑃𝑝𝑟𝑒𝑦(𝑓) − 𝑑. 𝑦   𝑖𝑓  𝜗 < 0.4

𝐶ℎ𝑎𝑜𝑡𝑖𝑐𝑉𝑎𝑙𝑢𝑒   𝑖𝑓 𝜗 > 0.4
 

(23) 

wherein 𝜗 is an arbitrary number between zero and one. 

 

3.2.5. Fusion of RCO for FFNN 

Each chimpanzee in 𝑅𝐶𝑂 − 𝐹𝐹𝑁𝑁 represents a 

potential neuron in 𝐹𝐹𝑁𝑁, complete with connection 

weights and biases, recorded as a one-dimensional vector. In 

the 𝐹𝐹𝑁𝑁, the height of each vector is specified by the sum 

of its weights and biases, which is equal to the distance, 

which is expressed in Eqn. (24).  

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = (𝑡 × 𝑙) + (2 × 𝑙) + 1 (24) 

where 𝑡 is the count of inputs and 𝑙 is the number of neurons 

located in the hidden layer. Eqn. (25) provides the 𝑅𝐶𝑂 −
𝐹𝐹𝑁𝑁’s final vector. 

𝑐ℎ𝑖𝑚𝑝 = [𝑁1𝑁2𝑁3 … . . 𝑁11𝑁12𝑣1𝑣2𝑣3𝑣4𝑣5𝑣6] (25) 

 

𝑅𝐶𝑂 − 𝐹𝐹𝑁𝑁’s search agents assess each training 

sample against a predefined fitness function. The Mean 

Square Error (MSE) fully quantifies the discrepancy between 

the intended and evaluated values. The mean squared error is 

mathematically expressed as Eqn. (26). 

 𝑀𝑆𝐸 =
1

𝑐
∑ (𝑔 − �̂�)2𝑐

𝑠=1  (26) 

where the target value is indicated as 𝑔, and the 

evaluation value is indicated as �̂�, and the sample size is 𝑐.  

 

4. About the Dataset 
Data aggregation from many MRI scanners was a 

valuable and successful endeavor in ABIDE I. However, the 

complexity of the connectome, the wide heterogeneity of 

ASD, and the first results of the ABIDE I data analysis all 

indicate the need for much larger and better-characterized 

samples.  
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Thus, ABIDE II was established at the National Institute 

of Mental Health (R21MH107045) to continue exploratory 

study on the ASD brain connectome. Since its inception, 

ABIDE II has included over a thousand datasets with 

phenotypic characterization, particularly those evaluating 

core ASD and concomitant symptoms. Moreover, the data 

consists of two sets, each of which is a longitudinal sample 

of 38 people spread across a time (1 to 4-year interval). 

There are currently 19 locations participating in ABIDE II 

(10 charter institutions and 7 new members), and these sites 

have provided 1114 datasets, including data on 521 persons 

with ASD and 593 controls (age range: 5-64 years). 

Researchers have had access to this data since June 2016. 

Following HIPAA and the guidelines employed by the 1000 

Functional Connectomes Project/INDI, none of the datasets 

contains any personally identifying information. Figure 2 

provides the sample images. The fMRI images hold pixel 

values of 256 × 256.  

 

 

   

(a) (b) (c) 

   

(d) (e) (f) 

   

(g) (h) (i) 

Fig. 2 Autistic fMRI Brain Images 
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(a) (b) (c) 

   

(d) (e) (f) 

   

(g) (h) (i) 

Fig. 3 Autistic Brain Regions detected by 𝑹𝑪𝑶 − 𝑭𝑭𝑵𝑵 

 

5. Performance Metrics 
To compare how well ZBSO-RMLPNN performs than 

GERSVM and FC-CNM, the current study uses the standard 

sum benchmark performance criteria listed below. 

• Classification Accuracy (𝐶𝑙 − 𝐴𝑐𝑐): The effectiveness 

of a classification model may be measured by looking 

at the proportion of right predictions among all 

predictions. 

• F-Measure (𝐹 − 𝑀𝑠𝑟): It combines a classifier’s recall 

and precision results into a single statistic by 

calculating their harmonic mean. 

• Fowlkes-Mallows Index (𝐹𝑀𝐼): It indicates the recall 

and precision results geometric mean. 

• Matthews Correlation Coefficient (𝑀𝐶𝐶): It indicates 

the quality measure in classification with binary class. 
 

True-positive (𝑇𝑟 − 𝑃𝑜𝑠), False-positive (𝐹𝑙 − 𝑃𝑜𝑠), 

True-Negative (𝑇𝑟 − 𝑁𝑒𝑔), and False-Negative (𝐹𝑙 − 𝑁𝑒𝑔) 

are the four variables applied in the calculation of 

aforementioned performance metrics. 

 

6. Results and Discussion 
6.1. ASD detection by ZPSO-RMLPNN 

Figure 3 highlights the autistic brain regions that are 

identified by the proposed classifier RCO-FFNN while 

evaluating in MATLAB 2021b. 
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Table 1. 𝑻𝒓 − 𝑷𝒐𝒔and 𝑭𝒍 − 𝑷𝒐𝒔 Result Values 

Classifiers 𝑻𝒓 − 𝑷𝒐𝒔 𝑭𝒍 − 𝑷𝒐𝒔 

GERSVM 33.752 17.953 

FC-CNM 36.266 15.081 

RCO-FFNN 42.998 8.618 

 
Fig. 4 𝑻𝒓 − 𝑷𝒐𝒔and 𝑭𝒍 − 𝑷𝒐𝒔 analysis 

 

6.2. Positivity Analysis 
Figure 4 examines the classifier assessment positive 

results (i.e., 𝑇𝑟 − 𝑃𝑜𝑠 and 𝐹𝑙 − 𝑃𝑜𝑠). 𝑇𝑟 − 𝑃𝑜𝑠 and 𝐹𝑙 −
𝑃𝑜𝑠 are the variables that are plotted along the 𝑋 − 𝑎𝑥𝑖𝑠. 

The 𝑌 − 𝑎𝑥𝑖𝑠 displays the percentage of results obtained in 

𝑇𝑟 − 𝑃𝑜𝑠 and 𝐹𝑙 − 𝑃𝑜𝑠.  

From Figure 4, it is easy to deduce that the proposed 

classifier provides superior Tr-Pos and Fl-Pos performance 

to both 𝐺𝐸𝑅𝑆𝑉𝑀 and 𝐹𝐶 − 𝐶𝑁𝑀. 𝑅𝐶𝑂 −
𝐹𝐹𝑁𝑁 outperforms 𝐺𝐸𝑅𝑆𝑉𝑀 and 𝐹𝐶 − 𝐶𝑁𝑀 in detecting 

𝐴𝑆𝐷 and 𝑛𝑜𝑛 − 𝐴𝑆𝐷 because of its optimization-based 

categorization. GERSVM and FC-CNM do not apply any 

optimization algorithms, leading to unsatisfactory 𝑇𝑟 − 𝑃𝑜𝑠 

and 𝐹𝑙 − 𝑃𝑜𝑠 in 𝐴𝑆𝐷 and 𝑛𝑜𝑛 − 𝐴𝑆𝐷 detection. Table 1 

illustrates the obtained result values of 𝑇𝑟 − 𝑃𝑜𝑠 and 𝐹𝑙 −
𝑃𝑜𝑠 during the evaluation. 

 
 

6.3. Negativity Analysis 

Figure 5 analyzes the negative results (i.e., 𝑇𝑟 −
𝑁𝑒𝑔and 𝐹𝑙 − 𝑁𝑒𝑔) obtained during the evaluation of 

classifiers. The 𝑋 − 𝑎𝑥𝑖𝑠 is plotted with 𝑇𝑟 − 𝑁𝑒𝑔and 𝐹𝑙 −
𝑁𝑒𝑔, which are variables. 𝑌 − 𝑎𝑥𝑖𝑠 is plotted with results 

measured in percentage.  

Figure 5 shows that the proposed classifier does better 

classification than 𝐺𝐸𝑅𝑆𝑉𝑀 and 𝐹𝐶 − 𝐶𝑁𝑀 in terms of 

𝑇𝑟 − 𝑁𝑒𝑔and 𝐹𝑙 − 𝑁𝑒𝑔.  

Table 2. 𝑻𝒓 − 𝑵𝒆𝒈and 𝑭𝒍 − 𝑵𝒆𝒈 Result Values 

Classifiers 𝑻𝒓 − 𝑵𝒆𝒈 𝑭𝒍 − 𝑵𝒆𝒈 

GERSVM 30.969 17.325 

FC-CNM 34.470 14.183 

RCO-FFNN 40.395 7.989 

 
Fig. 5 𝐓𝐫 − 𝐍𝐞𝐠and 𝐅𝐥 − 𝐍𝐞𝐠 analysis 

 

The convergence function present in RCO-FFNN assists 

in identifying which fMRI does not meet ASD and non-ASD 

(i.e., 𝑇𝑟 − 𝑁𝑒𝑔and 𝐹𝑙 − 𝑁𝑒𝑔). 𝐺𝐸𝑅𝑆𝑉𝑀 and 𝐹𝐶 − 𝐶𝑁𝑀 do 

not apply any special function to differentiate 𝐴𝑆𝐷 and 

𝑛𝑜𝑛 − 𝐴𝑆𝐷. The values of 𝑇𝑟 − 𝑁𝑒𝑔and 𝐹𝑙 − 𝑁𝑒𝑔results 

that were determined during the evaluation of classifiers are 

included in Table 2. 

6.4. Cl – Acc and F – Msr Analysis 

Figure 6 compares the 𝐶𝑙 − 𝐴𝑐𝑐 and 𝐹 − 𝑀𝑠𝑟 findings 

of the proposed classifier to those of the existing classifiers. 

The 𝑥 − 𝑎𝑥𝑖𝑠 is labeled with 𝐶𝑙 − 𝐴𝑐𝑐 and 𝐹 − 𝑀𝑠𝑟, while 

the y-axis shows the proportion of attained outcomes. Figure 

6 makes it abundantly evident that the suggested classifier 

performs better in terms of the 𝐶𝑙 − 𝐴𝑐𝑐 and 𝐹 − 𝑀𝑠𝑟 than 

𝐺𝐸𝑅𝑆𝑉𝑀 and 𝐹𝐶 − 𝐶𝑁𝑀. The exploration and exploitation 

phase assists RCO-FFNN in giving maximum𝐶𝑙 − 𝐴𝑐𝑐 and 

𝐹 − 𝑀𝑠𝑟. 𝑅𝐶𝑂 − 𝐹𝐹𝑁𝑁 considers ASD as prey and 

attempts to classify it more accurately. 𝐺𝐸𝑅𝑆𝑉𝑀 and 𝐹𝐶 −
𝐶𝑁𝑀 do not explore and exploit the dataset to fix ASD and 

non-ASD, which results in poor 𝐶𝑙 − 𝐴𝑐𝑐 and 𝐹 − 𝑀𝑠𝑟. The 

attained 𝐶𝑙 − 𝐴𝑐𝑐 and 𝐹 − 𝑀𝑠𝑟 values during classifier 

assessment are listed in Table 3. 
 

Table 3. 𝐂𝐥 − 𝐀𝐜𝐜 and 𝐅 − 𝐌𝐬𝐫 Result Values 

Classifiers 𝑪𝒍 − 𝑨𝒄𝒄 𝑭 − 𝑴𝒔𝒓 

GERSVM 64.722 65.677 

FC-CNM 70.736 71.252 

RCO-FFNN 83.393 83.815 
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Fig 6 𝐂𝐥 − 𝐀𝐜𝐜 and 𝐅 − 𝐌𝐬𝐫 analysis 

6.5. FMI and MCC Analysis 

A comparison of proposed and current classifiers for 

𝐹𝑀𝐼 and 𝑀𝐶𝐶 outcomes is shown in Figure 7. 𝐹𝑀𝐼 and 

𝑀𝐶𝐶 metrics are shown on the 𝑋 − 𝑎𝑥𝑖𝑠, while the outcomes 

are shown on the 𝑌 − 𝑎𝑥𝑖𝑠. 

As shown in Figure 7, the suggested classifier achieves 

higher 𝐹𝑀𝐼 and 𝑀𝐶𝐶 results than both 𝐺𝐸𝑅𝑆𝑉𝑀 and 𝐹𝐶 −
𝐶𝑁𝑀. Exploitation motivated by social incentives in 𝑅𝐶𝑂 −
𝐹𝐹𝑁𝑁 plays a significant role in achieving better 𝐹𝑀𝐼 and 

𝑀𝐶𝐶. 𝐺𝐸𝑅𝑆𝑉𝑀 and 𝐹𝐶 − 𝐶𝑁𝑀 do not perform 

classification in an optimistic manner which leads to poor 

𝐹𝑀𝐼 and 𝑀𝐶𝐶. Table 4 displays the results obtained for both 

proposed and existing classifiers for the 𝐹𝑀𝐼 and 𝑀𝐶𝐶 

metrics. 
 

Table 4. 𝐅𝐌𝐈 and 𝐌𝐂𝐂 Result Values 

Classifiers 𝑭𝑴𝑰 𝑴𝑪𝑪 

GERSVM 65.678 29.394 

FC-CNM 71.255 41.465 

RCO-FFNN 83.816 66.770 

 
Fig. 7 𝐅𝐌𝐈 and 𝐌𝐂𝐂 analysis 

 

7. Conclusion 
ASD refers to a spectrum of conditions that affect brain 

development. It manifests in infancy and progresses 

throughout one's life; early diagnosis is key to effective 

therapy and a speedy recovery. Using medical image mining 

strategies, these deficiencies may be identified. This paper 

proposes RCO-FFNN to identify ASD and non-ASD more 

accurately with ABIDE II dataset. RCO-FFNN is a fusion of 

Feed Forward Neural Network and enriched chimp 

optimization, namely, rapturous chimp optimization. fMRI 

images are deeply analyzed and classified using exploration 

and exploitation phases in the proposed optimization-based 

classifier RCO-FFNN.  

While evaluating the RCO-FFNN against the current 

classifiers with the ABIDE-II dataset, it is identified that the 

RCO-FFNN has achieved 83.393% classification accuracy, 

83.815% of F-Measure, 83.816% of  Fowlkes-Mallows 

Index, and 66.77% of Matthews Correlation Coefficient. The 

future scope of this research work can be focused on 

different bio-inspired strategies fusing with the convolutional 

neural network. 
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