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Abstract - Liver infection is a common disease, which poses a great threat to human health, but there is still able to identify an 

optimal technique that can be used on large-level screening. This paper deals with ML algorithms using different data sets and 

predictive analyses. Therefore, machine ML can be utilized in different diseases for integrating a piece of pattern for 

visualization. This paper deals with various machine learning algorithms on different liver illness datasets to evaluate the 

analytical performance using different types of parameters and optimization techniques. The selected classification algorithms 

analyze the difference in results and find out the most excellent categorization models for liver disease. Machine learning 

optimization is the procedure of modifying hyperparameters in arrange to employ one of the optimization approaches to minimise 

the cost function. To set the hyperparameter, include a number of Phosphotase, Direct Billirubin, Protiens, Albumin and Albumin 

Globulin. Since it describes the difference linking the predictable parameter's true importance and the model's prediction, it is 

crucial to minimise the cost function. 
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1. Introduction 
 The liver is the biggest inner limb in our human deceased; 

it is behind in ribcage on the upper right half of the guts. A 

large portion of the liver’s mass resides in the body's right half. 

The liver is a critical part of the assimilation and handling of 

nourishment. Liver cells produce bile, a greenish liquid that 

guides the processing from the breakdown of medications. 

There are there a category of diseases like Hepatitis A, B, and 

C. Most a human is eating or drinking something that is 

infected by fecal. It might not have some symptoms goes 

missing by themselves within a period of 6 months without 

any long-term harm. Hepatitis B is caused by defenseless 

gender or captivating drugs with communal gratuitous. The 

last solitary is the approach from impure blood that gets keen 

on the body. However, nonalcoholic fatty liver disease is when 

too much fat has built up inside the liver. The additional fact 

can cause irritation and cell injury in our liver. Acute liver 

collapse may occur. When one has an extended of liver 

disease, the liver quits functioning within a very tiny period. 

Cirrhosis is the swelling of scars in our liver and extra scars 

replacing the well parts of the liver. Most of the survey is 

composed of medical ex-pediments in addition to the skin will 

be a suitable and the sum of the dataset to be used. 

 

 Even if liver tissue has been severely damaged, the early 

stages of liver disease are incredibly difficult to detect. 

According to several restorative professionals frequently 

overlook the analysis of the illness. Early detection is crucial 

and critical to protecting the patient because this could lead to 

improper medicine and treatment. The major goal of this 

learning is to enhance the correctness of result prediction and 

lower the cost of finding in medicinal engineering. As an 

effect, we classify patients with liver complaints by means of 

a variety of classification methods. 

2. Literature Survey 
 Y Yugal Kuma & G. Sahoo published a document based 

on the unusual categorization technique that has been used in 

the northeast region of the dataset collected liver defects 

(2013) [10]. The outcome to facilitate the DT algorithm has 

improved, the accuracy is more than [1] (2017 Sontakke, 

Sumedh, et al.) 82.45% com-pare to further algorithms, and it 

gives an accuracy of 97.27%. P.M.Goel recommended a 
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document based on two categorization techniques, NB and 

FT, and used the Waikato location for information and 

scrutiny of the dataset [20] (2020 V Gupta, et al.). Naive Bayes 

has bigger 76.6% accuracy in FT Tree has a maximum of 

74.24% correctness and fulfilled that Naive Bayes[13] has 

improved the accuracy and also compared to other sets of 

algorithms[14] (Bendi Venkata Ramana et al.)[7]. A. Singh et 

al. [6] viewed different intelligent models and their 

applications, including single, ANN, Fuzzy logic, CBR and 

GA, data mining techniques, etc. Integration of ANN-CBR, 

logic AIS-ANN-FL-2020 [4] is also presented. The entire type 

of liver diseases like cirrhosis liver, liver cancer, liver fibrosis, 

and hepatitis liver, fatty liver is discussed [15]. S. Petrovic et 

al. [9] built up a CBR framework for producing dosage 

anticipated treatment of new blood tumor patients by catching 

oncologists' experience in treating past patients[25]. The 

proposed CBR framework utilizes an adjusted Dempster–

Shafer theory to fuse measurement arranges proposed by the 

most comparative cases recovered [24] in the year 2021-V. E. 

Ekong et al. [2] represented a neuro-fuzzy-CBR-driven 

decision support system in identifying diseases due to 

depression by utilizing the solutions of past cases[27]. The 

proposed hybrid framework structure presents a similarity 

coordinating driven neuro-fuzzy[8] engineering that gives 

adaptability to doctors measuring the seriousness levels of 

side effects and manifestations' class [22]. This work also 

proposes CBR and neuro-fluffy mixture systems for solving 

real-life problems [11]. Heba Ayeldeen planned an article to 

guess the liver phase by decision tree[13]; Cario University 

discussed the technique in 2021. Using the dataset and 

outcome show that the resolution of the classifier correctness 

is 92.5% [3].Somaya Hashem obtainable a document for 

analysis of liver disease [28]. In this article, they used two 

algorithms like, SVM & DT, and the backpropagation was 

used in the UCI machine repository dataset during the period 

from 2019-2021[17]. The SVM algorithm has an accuracy of 

70.42%, which is better than the backpropagation accuracy is 

74.2% [14]. 

 To get the right liver diagnosis, Sanjay Kumar, along with 

Sarthak Katyal[2022], created a categorization model using 

several data removal algorithms. In order to provide the 

parameters like precision, recall, and accuracy, five 

algorithms were applied to the dataset. Five distinct 

algorithms, including K-means, K-NN, Naive Bayes, and 

Random Forest, were used in this model. The outcome of this 

model revealed that of all the algorithms, the random forest 

had the highest level of accuracy. 

 In a representation, is based on there are three machine 

learning techniques, including DBSCAN, K-means, and 

similarity propagation, were proposed by Varun Vats, Lining 

Zhang, and colleagues [5]. The proportional performance and 

evaluation of the three methods indicated before were 

conducted based on the Silhouette coefficient. 

For feature selection, L.Alice Auxilia[27] employed the 

Pearson coefficient. Decision Trees, Naive Bayes, Random 

Forest, SVM, and ANN, were utilized to predict liver disease. 

Last but not least, it was demonstrated that the decision tree 

outperformed alternative classification techniques 

3. Proposed Model 
 Biomedical science is most important in the field of 

machine learning to identify liver disease. Throughout 

advances, several mechanisms of the learning algorithm are 

analyzed, where the computerized method to deal with the 

existing models deals with any kind of disease. This proposed 

method is used to find a number of machines that have entered 

our life. These approaches that can be used to find in the field 

of supervised and unsupervised education are two major 

methods for ML. The purpose of this method is to be used for 

data training and the other part for the test. The liver is the 

most interior limb of the human corpse. It was acting a major 

role for relocates blood throughout our stiff. The most 

matching cases from the previous cases can be retrieved by 

using KNN computation. Categorization of algorithms is 

extensively used in different medicinal applications, including 

linear discriminate analysis, diagonal linear discriminate 

analysis, SVM and K-NN algorithm.  

 Two variables are used; X and Y represent the two 

independent variables used to the extent level similar to the 

supposed and space ratio weighing machine. The above figure 

1 is used for creating data processing logic using. In the below 

table-1, SVM is a supervised knowledge technique used for 

together categorization and weakening. The SVM classifier is 

to distinguish involving members of two classes in the 

preparation and testing of the dataset simultaneously. The 

major remoteness of the adjoining data point of generalization 

error will become less compared to the existing one.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1 Functional Diagram of Liver Disease Classification 
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Table 1. Correlation Relations of Liver Disease Features 

Aspirate 

aminotransferase 
1 0.013 0.0083 0.09 -0.092 -0.04 -0.19 -0.28 -0.21 

Billirubin 0.013 1 0.93 0.23 0.24 0.26 -0.0082 -0.03 -0.19 

Direct Billirubin 0.0073 0.89 1 0.26 0.26 -0.28 -0.0017 -0.26 -0.18 

Phosphotase 0.07 0.23 0.26 1 0.17 0.16 -0.0024 -0.24 -0.22 

Aminotransferase 0.783 0.23 0.26 0.15 1 0.16 -0.085 -0.063 -0.068 

Direct 

aminotransferase 
0.03 0.24 0.28 0.19 0.75 1 -0.089 -0.079 -0.071 

Protiens 0.18 -0.084 -0.0015 -0.029 0.24 0.64 1 0.81 0.23 

Albumin 0.18 -0.25 -0.19 -0.19 -0.04 -0.089 0.84 1 0.67 

Albumin Globulin 0.28 -0.12 -0.23 -0.23 0.0043 -0.0065 0.23 0.73 1 

 Types Age Billirubin 
Direct 

Billirubin 
Phosphotase 

Amino-

transferase 

Direct 

Amino-

transferase 

Protiens Albumin 
Albumin 

Globulin 

 Now the dataset points are measured in the type of {(y1, 

x1), (y2, x2), (y3, x3)…… (yi, xi)} Here yi=1/-1 is a stable which 

donates the group to which zi belongs, and i is the amount of 

samples dataset, where yi in the hyperplane of training data. 

K-NN categorization algorithm is single of the dataset 

analyzed in various parametric used. It is fast, and the 

preparation phase is minimal, but the testing phase is costly, 

and the cost is both in terms of time and storage. The dataset 

can be in the form of a multidimensional vector scaling form. 

The value can be measured by positive and negative classes 

and will be either + or -. 

  

 To find the value of X₂ = X₁-r[df/dx] at X₁. For all the 

points: X₁, X₂, X₃, Xᵢ-₁, Xᵢ.  

 

Table 1 above is used to determine the patient's age, 

albumin rate and Protiens. Billirubin range is vey from 0.013 

to 0.28. However, the albumin ranges from 0.18 to 0.67. 

Similarly, the other parameter is albumin globulin in the low 

range from 0.12 to 1. So all possible ways to calculate by using 

Adam optimization techniques. The data size will be 

increased. All the data ranges from 0.18 to 0.0065. Finally, the 

dataset of the storage will be increased. 

 

These outcomes will not necessarily be the same across 

all datasets. Despite some academics' claims to the contrary, 

SVM does not exhibit the highest accuracy in this situation. A 

researcher named C. Chuang [13] also offers an integrated 

paradigm. Outperformed every single and other integrated 

model, although, in this study, we found that integrated 

models do not always perform better than single and 

integrated models, as demonstrated in Tables 2 and 4. As a 

result, this study's findings show that an algorithm's success 

depends entirely on the dataset, type of data, amount of 

observations, dimensions, and decision boundary. 

 

Age, sex, steroids, antiviral, fatigue, malaise, anorexia, 

large, firm liver, palpable spleen, spiders, ascites, varies, 

bilirubin,  phosphate, albumin, protime, and histology are the 

independent variables. The dependent variable, on the other 

hand, represents a class with either category 1 (DIE) or 

category 2. (LIVE). 

 

 The above figure 2 shows the best parameter 

identification for different types of age groups using Adam 

optimizer techniques. Generally, all kinds of optimization 

techniques can be broadly classified into three categories like 

Exhaustive, Gradient and Genetic. The first one is used to 

locate the possible ways to get more solutions, but database 

size is small and has high accuracy. The second one is used to 

find the optimized data using the hyperparameter, even though 

the learning rate is very large, so skipping unwanted redundant 

data. The final one is used to find a good solution in the 

shortest time, but it is heuristics to get an optimal solution. 

Using the model, training can be classified into two categories 

big learning and small learning. Those models allowed us to 

update all kinds of parameters like Protiens, Direct Billirubin, 

Phosphotase and Albumin Globulin. All the parameters to 

evaluate on a training set of the dataset with treating 

optimization as a black box are used to minimize the 

functionality of the existing Adam Optimized.  
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Fig. 2 Best Parameters Identification Using Optimization Techniques 

 

Patient: positive in case of disease 

Healthy: negative in case of disease 

 TN = the number of test cases effectively 

distinguished as fit. 

 FN = the number of cases erroneously 

distinguished as healthy. 

 TP = the number of cases effectively distinguished 

as the patient. 

 FP = the number of cases erroneously 

distinguished as patient 

 

 Accuracy=TP+TM/TP+FP+TN+FN 

 

 The precision of each test case of the capacity to separate 

the patient and sound accurate, to find the true positive and 

true negative in proportion foal all cases using the above 

mathematical function. 

 

4. Result and Discussion 
 The specificity of analysis is its aptitude to decide the 

strong cases accurately. In the direction of computing, the 

amount of TP and strong cases are expressed by 

Sensitivity=TN/TN+FP.  

 The sensitivity is a set of capacities to decide the patient 

cases, and the proportion of the TN able to be expressed as 

Specificity=TP/TP+FN 

 

 The compassion of analysis is the capability to decide for 

the patient. It can be expressed by true positive and patient 

cases. In the case of Positive Prediction, the value is the 

proportion of positive results, and diagnostic test cases are true 

positive results, respectively, which can be represented as 

follows. 

PPV=TP/TP+FP. 
 

 In the case of Negative prediction, the cost is the number 

of unenthusiastic results in diagnostics tests that are TN 

results, respectively, can be expressed by NPV=TN/TN+FN. 

 

The above table 2 shows the different types of all 

algorithms for Liver harm using different datasets. The KNN 

achieved elevated accuracy of 100%, followed by SVM at 

99.23% and LR at 68.62%, which is the subsequent best 

exactness. So the KNN is measured as the greatest algorithm 

for all the above mention datasets. The DT be achieved at the 

high accuracy of 68.62% of the classifies utilizing the dataset. 

The LR is a characteristic removal analysis, wherever the 

conversion means a set can be concentrated. In this paper, the 

evaluation method performs classification to measure each 

performance approach using Logistic Regression. KNN 

algorithm in the preparation stage just stored the dataset. At 

the same time, we get novel information and then classify that 

data into similar to the other dataset—the LR is also the best 

performer in terms of performance at 68.62%.SVM is an SVM 

algorithm capable of being second-hand for classification or 

failure problems. 

 
Fig. 3 Existing Performance analysis 
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Table. 2 Levels of Performance and Evaluation 

S.No. Integrated Model LR KNN SVM DT RF 

1. Accuracy (%) 
Training 57.32% 100% 92.52% 54.32% 64.52% 

Testing 58.27% 98.3% 92.61% 56.67% 76.23% 

2. Sensitivity (%) 
Training 64.58% 100% 96.42% 61.28% 50.68% 

Testing 68.27% 96% 96.82% 68.27% 76.17% 

3. Specificity (%) 
Training 54.72% 100% 89.34% 51.72% 60.32% 

Testing 53.58% 94% 90.51% 50.48% 62.28% 

4. PPV (%) 
Training 51.32% 100% 78.37% 52.32% 61.12% 

Testing 50.61% 92% 72.51% 54.51% 63.51% 

5. NPV (%) 
Training 67.46% 100% 97.62% 64.16% 75.26% 

Testing 68.62% 90% 99.23% 66.32% 75.42% 

 

  Fig 3 shows the different types of algorithms to find the 

efficiency and accuracy using different parameters. It is used 

as a method in essential part to change our statistics and, 

subsequently, based upon these transformations to find the 

best possible limit. The various performance analyses of 

parameters like specificity, sensitivity, accuracy, positive and 

negative predictive values, and negative and positive 

predictive values are used. The PPV can increase to test the 

process reputedly in some situations. Say, for example, if we 

are affected by ELISA may be caused by some infection to test 

the population survey. The above graph shows that the 

accuracy ranges between 96% to 98%. If at all predictors the 

indication of the values, the accuracy of a normal and 

abnormal range ranges is 55% to 63%. The positive and 

negative values are calculated according to the patients and 

also divided by the number of patients with the true negative 

and true positive values of the parameter by means of 

accuracy. When we combine, the PPV of the test case is 73% 

and 96%, which is calculated as 1-(1-0.73)X(1-0.96). 

 

 The graph below represents the proposed performance 

model using different optimization techniques. Three 

parameters are used to find the performance of the patients 

according to the age groups Accuracy, Sensitivity and 

Specificity by using NPV and PPV algorithms. The minimum 

level of accuracy, Sensitivity, Specificity, NPV, and PPV is 

65%, 51%, 60%, 61%, and 75. Similarly, the Average value 

of those 5 categories is 57%, 65%,55%,51% and 67%. The 

best value of the hyperparameter is the Maximum value of 

99%,97%,99%,99% and 97. Different types of functionalities 

are used for best performance to search optimal value. Using 

bracketing algorithms, decent local algorithms, Gradient 

descent algorithms and second-order algorithms. Similarly, 

the non-differential objective functions are also possible to 

find the optimal algorithm like direct search algorithms and 

population algorithms for machine learning.  

  

Most of the classification problems are used to find the 

optimal solution to prevent overfitting of the uncertainty and 

managed data. Still, now the computational process is difficult 

to solve the convex and non-convex regression techniques. 

The same way of handling the large-scale instances of the 

given value in SVM 68.62% has been discussed in the existing 

performance analysis. Applying the model training in the 

figure-2 for the performance analysis. A genetic algorithm to 

process data and selection in case of different types of age 

groups by applying the algorithm using the 8-binary number 

X1,0000000, Y1, 11111111,               Z1, 10101010 and N1, 

11110000. In-function optimization is used for the set of 

inputs to the given objective function, and the result has been 

either maximum or minimum value will be taken.  

 

The (parent of) X1={0000|0000} 

(Offspring-1)Y1={1111|1111} 

(Offspring-2)Z1={1010|1010} 

(Offspring-3) N1={1111|0000}; 

 

This input will satisfy the condition for the maximum 

number of iterations, temperature, objective, and acceptance 

in a given function. Set the number of iterations as follows 

using  

Objective function of F(x)=(X1, Y1,Z1……N1)T 

 

Genetic Algorithm and Iteration 

Step-1: 

Binary value is as follows 

0 to 1 and 0 or 1 to 0. 

for routing where (X, Y) for all in N 

Step-2 

While (iteration) 

for loop over all the n dimensions nodes 

Generate (new) iteration 

Step-3 

Encode the input value 

Evaluate the new iteration 

Step-4 

end for 

process (Updated) iteration 

new(iteration) 

end while 

Step-5 

Decode and get the result. 
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Table 3. Comparison Result using PCA Dataset Existing System 

S.N

o. 
Integrated Model LDA DLDA ADA DQDA SVM 

1. Accuracy (%) 
Training 27.32 29.63 30.72 31.54 49.06 

Testing 17.53 27.82 28.61 50.38 81.26 

2. 
Sensitivity 

(%) 

Training 46.21 49.41 65.84 71.50 49.32 

Testing 51.43 48.31 65.35 49.64 94.71 

3. 
Specificity 

(%) 

Training 57.93 60.34 41.51 48.84 85.15 

Testing 55.62 59.05 42.65 54.32 98.38 

4. PPV (%) 
Training 26.82 31.74 32.72 57.36 92.54 

Testing 27.35 27.91 29.62 78.42 99.41 

5. NPV (%) 
Training 76.81 77.47 80.27 76.87 83.52 

Testing 77.23 77.36 79.72 27.91 96.37 

Table 4. Comparison Result using PCA Dataset Proposed System 

S.N

o. 
Integrated Model LDA DLDA ADA DQDA KNN 

1. 
Accuracy 

(%) 

Training 87.53 94.54 96.27 90.38 97.41 

Testing 89.37 88.54 97.30 90.41 99.53 

2. 
Sensitivity 

(%) 

Training 78.37 92.74 99.19 91.42 99.13 

Testing 77.38 89.67 98.41 92.69 98.48 

3. 
Specificity 

(%) 

Training 92.41 94.61 97.37 91.37 99.26 

Testing 94.03 90.31 96.06 92.58 99.07 

4. PPV (%) 
Training 72.61 76.37 88.69 74.72 99.32 

Testing 76.48 72.51 88.51 74.60 98.41 

5. NPV (%) 
Training 96.37 98.26 99.36 96.36 99.17 

Testing 97.37 98.35 89.21 98.46 99.32 

 
Fig. 4 Proposed Performance analysis 
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Suppose the random number is smaller than the bit 

changed or not changed to generate the string for the current 

value before swapping the digit. For example, some 

challenging values like tens, hundreds, thousands, or millions 

of input will pass on different objective functions. The 

problem of predictive function can be applied to ancient data 

to learn the predictions of the newly created data set. In a 

mapping function (X, Y) as the associated input value of any 

function Z=f(X, Y). Any given function of the inputs is 

weights to the different assumptions of the mapping function 

to solve the dataset in the number of variables passed to the 

best matches in the nearest neighbors of the prediction. 

However, many AI techniques are used to transform the data 

bits into text, images, audio or video based on the structure 

data. 

 

5. Comparison Analysis of Svm and Knn 

Algorithm 
In the below table-3 represent the five combinations of 

algorithms that were discussed. Using the dataset in LDa, the 

highest value of 77.23 % is the highest value of the model. 

Similarly, in a DQDA, the model value is 27.91 is the 

minimum value. The highest value is 78.48 in PPV aggregate 

value. For some classification techniques, the support vector 

machine has the highest value of 81.76 in an SVAM.  

 

Table 4 is denoted by the Proposed system of the given 

dataset with a minimum value of 99.53. Similarly, in the 

subsequent value of the ADA, the highest value is 99.19, and 

the minimum value is 88.51. Suppose to take the minimum 

value is 98.36, the full record in a network system. 

The Comparison analysis of Table.3 of the analysis is 

made, and the predicted value is determined by using the SVM 

algorithm; the result is 81.26%. However, the same analysis 

can be defined by using the KNN algorithm. The result has 

been improved to 99.53%.  

 

6. Conclusion 
This paper wills a useful analysis system for unusual 

sickness of liver diseases for patients to utilize. There are six 

characteristics of machine learning classifiers. Subsequently, 

all types of classifiers carry out about patient information by 

means of using various types of parameters, like LR, DT, 

SVM, LR, KNN, and RF classifiers. It gives the majority of 

high order accuracy 78%, reliant on F1 computing in the 

direction of calculating the liver sickness, and NP gives the 

smallest amount of precision, 57%. The performance of the 

classification technique will provide the decision support 

system. The relevance of the decision to calculate liver disease 

preceding and give an opinion of the health clause. This 

application be able to be profitable in small salaries to the 

nations where the absence of medical basics and just as 

meticulous specialist .

 

References 
[1] Sumedh Sontakke, Jay Lohokare, and Reshul Dani, “Diagnosis of Liver Diseases Using Machine  Learning,” International Conference 

on Emerging Trends & Innovation in ICT (ICEI), pp. 129-133, 2017.  [CrossRef] [Google Scholar] [Publisher link] 

[2] V.E. Ekong, and E.A. Onibere, “A Soft Computing Model for Depression Prediction,” Egyptian Computer Science Journal, vol. 39, no. 

4, pp. 1-21, 2015. [Google Scholar] [Publisher link] 

[3] S. A. Gonzalez Dan E. B. Keeffe, “Acute Liver Failure,” Dalam Handbook of Liver Disease Third Edition, Philadelphia, Elsevier, pp. 20-

33, 2012.  

[4] Mafazalyaqeen Hassoon et al., "Rule Optimization of Boosted C5.0 Classification Using Genetic Algorithm for Liver Disease Prediction," 

International Conference on Computer and Applications (ICCA), pp. 299-305, 2017. [CrossRef] [Google Scholar] [Publisher link] 

[5] Varun Vats et al., "A Comparative Analysis of Unsupervised Machine Techniques for Liver Disease Prediction," IEEE International 

Symposium on Signal Processing and Information Technology (ISSPIT), pp. 486-489, 2018. [CrossRef] [Google Scholar] [Publisher link] 

[6] Aman Singh, and Babita Pandey “Intelligent Techniques and Applications in Liver Disorders: A Survey,” International Journal of 

Biomedical Engineering and Technology, vol. 16, no. 1, pp.27-70, 2014. [CrossRef] [Google Scholar] [Publisher link] 

[7] Moloud Abdar et al., “Performance Analysis of Classification Algorithms on Early Detetion of Liver Disease,” Expert Systems with 

Applications, vol. 67, pp. 239-251, 2017. [CrossRef] [Google Scholar] [Publisher link] 

[8] Bendi Venkata Ramana et al., “A Critical Study of Selected Classification Algorithms for Liver Disease Diagnosis,” International Journal 

of Database Management Systems, vol. 3, no. 2, 2021. [CrossRef] [Google Scholar] [Publisher link] 

[9] S. B. Kotsiantis, “Supervised Machine Learning: A Review of Classification Techniques,” Informatica, vol. 31, no. 3, pp. 249-268, 2007.  

[Google Scholar] [Publisher link] 

[10] Sanja Petrovic, Gulmira Khussainova, and Rupa Jagannathan, "Knowledge-Light Adaptation Approaches in Case-Based Reasoning for 

Radiotherapy Treatment Planning,” Artificial Intelligence in Medicine, vol. 68, 2016, pp. 17-28, 2016. [CrossRef] [Google Scholar] 

[Publisher link] 

[11] A.S.Aneeshkumar, and C.Jothi Venkateswaran, “Estimating the Surveillance of Liver Disorder Using Classification Algorithms,” 

International Journal of Computer Applications, vol. 57, no. 6, 2021.  [Google Scholar] [Publisher link] 

 

https://doi.org/10.1109/ETIICT.2017.7977023
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Diagnosis+of+Liver+Diseases+Using+Machine++Learning&btnG=%22%20target=%22_blank%22%20rel=%22noopener%20noreferrer
https://ieeexplore.ieee.org/document/7977023
https://scholar.google.com/scholar_lookup?title=A%20soft%20computing%20model%20for%20depression%20prediction&publication_year=2015&author=V.E.%20Ekong&author=E.A.%20Onibere
http://ecsjournal.org/Archive/Volume39/Issue4/1.pdf/
https://doi.org/10.1109/COMAPP.2017.8079783
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Rule+Optimization+of+Boosted+C5.0+Classification+Using+Genetic+Algorithm+for+Liver+Disease+Prediction&btnG=
https://ieeexplore.ieee.org/abstract/document/8079783
https://doi.org/10.1109/ISSPIT.2018.8642735
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=A+Comparative+Analysis+of+Unsupervised+Machine+Techniques+for+Liver+Disease+Prediction&btnG=
https://ieeexplore.ieee.org/document/8642735
https://doi.org/10.1504/IJBET.2014.065638
https://scholar.google.com/scholar?&q=Pandey%2C%20B.%2C%20Singh%2C%20A.%3A%20Intelligent%20techniques%20and%20applications%20in%20liver%20disorders.%20Survey%2C%20January%20%282014%29
https://www.inderscienceonline.com/doi/abs/10.1504/IJBET.2014.065638
https://doi.org/10.1016/j.eswa.2016.08.065
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Performance+Analysis+of+Classification+Algorithms+on+Early+Detetion+of+Liver+Disease&btnG=%22%20target=%22_blank%22%20rel=%22noopener%20noreferrer
https://www.sciencedirect.com/science/article/abs/pii/S095741741630464X?via%3Dihub
href=%22%20http:/dx.doi.org/10.5121/ijdms.2011.3207
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=A+Critical+Study+of+Selected+Classification+Algorithms+for+Liver+Disease+Diagnosis&btnG=%22%20target=%22_blank%22%20rel=%22noopener%20noreferrer
https://www.airccse.org/journal/ijdms/papers/3211ijdms07.pdf
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Supervised+Machine+Learning%3A+A+Review+of+Classification+Techniques&btnG=
https://books.google.co.in/books?hl=en&lr=&id=vLiTXDHr_sYC&oi=fnd&pg=PA3&dq=Supervised+Machine+Learning:+A+Review+of+Classification+Techniques&ots=CZrAAu-Egp&sig=GwcXtd6gTcUGngWCxnYb4JZFR0M&redir_esc=y#v=onepage&q=Supervised%20Machine%20Learning%3A%20A%20Review%20of%20Classification%20Techniques&f=false
href=%22https:/doi.org/10.1016/j.artmed.2016.01.006
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Knowledge-light+adaptation+approaches+in+case-based+reasoning+for+radiotherapy+treatment+planning&btnG=
https://www.sciencedirect.com/science/article/pii/S093336571630015X?via%3Dihub
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Estimating+the+Surveillance+of+Liver+Disorder+Using+ClassificationAlgorithms&btnG=
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3509372


P. Deivendran  et al. / IJETT, 71(3), 377-384, 2023 

 

384 

[12] Yugal Kumar, and G. Sahoo, “Prediction of Different Types of Liver Diseases Using Rule Based Classification Model,” Technology and 

Health Care, vol. 21, no. 5, pp. 417 – 432, 2013. [Google Scholar] [Publisher link] 

[13] T. Madhubala, R. Umagandhi, and P. Sathiamurthi, "Diabetes Prediction using Improved Artificial Neural Network using Multilayer 

Perceptron," SSRG International Journal of Electrical and Electronics Engineering, vol. 9,  no. 12, pp. 167-179, 2022.   [CrossRef] 

[Publisher link] 

[14] Bendi Venkata Ramanaland and M.Surendra Prasad Babu, “Liver Classification Using Modified Rotation Forest,” International Journal 

of Engineering Research and Development, vol. 1, no. 6, pp.17-24, 2012. [Google Scholar] [Publisher link] 

[15] Heba Ayeldeen et al., “Prediction of Liver Fibrosis Stages by Machine Learning Model: A Decision Tree Approach," Third World 

Conference on Complex Systems (WCCS), pp. 1-6, 2015. [CrossRef] [Google Scholar] [Publisher link] 

[16] Somaya Hashem et al., "Accurate Prediction of Advanced Liver Fibrosis Using the Decision Tree Learning Algorithm in Chronic Hepatitis 

C Egyptian Patients", Gastroenterology Research and Practice, vol. 2016, 2016.  [CrossRef] [Google Scholar] [Publisher link] 

[17] Chuang Wang, et al., "An SAE-Based Resampling SVM Ensemble Learning Paradigm for Pipeline Leakage Detection." Neurocomputing, 

vol. 403, pp. 237-246, 2020.  [CrossRef] [Google Scholar] [Publisher link] 

[18] Sadiyah Noor Novita Alfisahrin, and Teddy Mantoro, “Data Mining Techniques for Optimization of Liver Disease Classification,” 

International Conference on Advanced Computer Science Applications and Technologies, pp. 379-384, 2013.  [CrossRef] [Google 

Scholar] [Publisher link] 

[19] Somaya Hashem et al. "Machine Learning Prediction Models for Diagnosing Hepatocellular Carcinoma with HCV-Related Chronic Liver 

Disease," Computer Methods and Programs in Biomedicine, vol. 196, 2020. [CrossRef] [Google Scholar] [Publisher link] 

[20] Jena Catherine Bel et al., “Trustworthy Cloud Storage Data Protection Based on Blockchain Technology,” International Conference on 

Edge Computing and Applications, pp. 538–543, 2022. [CrossRef] [Google Scholar] [Publisher link] 

[21] R. Surendiran et al., "A Systematic Review Using Machine Learning Algorithms for Predicting Preterm Birth," International Journal of 

Engineering Trends and Technology, vol. 70, no. 5, pp. 46-59, 2022.   [CrossRef] [Publisher link] 

[22] Vaibhav Gupta, Pallavi Murghai Goel, "Heart Disease Prediction Using ML," SSRG International Journal of Computer Science and 

Engineering , vol. 7,  no. 6, pp. 17-19, 2020.   [CrossRef] [Publisher link] 

[23] Doa'a A. Saleh et al., "Incidence and Risk Factors for Hepatitis C Infection in a Cohort of Women in Rural Egypt," Transactions of the 

Royal Society of Tropical Medicine and Hygiene, vol. 102, no. 9, pp. 921-928, 2008.  [CrossRef] [Google Scholar] [Publisher link] 

[24] S.M. Udhaya Sankar et al., "Safe Routing Approach By Identifying and Subsequently Eliminating the Attacks in MANET," International 

Journal of Engineering Trends and Technology, vol. 70, no. 11, pp. 219- 231, 2022. [CrossRef] [Publisher link] 

[25] Akanksha Pandey, and  L S Maurya, "Career Prediction Classifiers Based on Academic Performance and Skills Using Machine 

Learning," SSRG International Journal of Computer Science and Engineering, vol. 9,  no. 3, pp. 5-20, 2022.  [CrossRef] [Publisher link] 

[26] Dhinakaran D et al., "Mining Privacy-Preserving Association Rules Based on Parallel Processing in Cloud Computing," International 

Journal of   Engineering Trends and Technology, vol. 70, no. 3, pp. 284-294, 2022. [CrossRef] [Google Scholar] [Publisher link] 

[27] K. Sudharson et al., "Hybrid Deep Learning Neural System for Brain Tumor Detection," 2nd International Conference on Intelligent 

Technologies, pp. 1-6, 2022.  [CrossRef] [Google Scholar] [Publisher link] 

[28] A. Saranya, and G. Seenuvasan, "A Comparative Study of Diagnosing Liver Disorder Disease Using Classification Algorithm,” 

International Journal of Computer Science and Mobile Computing, vol. 6, no. 8, pp. 49-54, 2017. [Google Scholar] [Publisher link] 

[29] L. A. Auxilia, "Accuracy Prediction Using Machine Learning Techniques for Indian Patient Liver Disease," 2nd International Conference 

on Trends in Electronics and Informatics (ICOEI), pp. 45-50, 2018. [CrossRef] [Google Scholar] [Publisher link] 

[30] Somaya Hashem et al., "Comparison of Machine Learning Approaches for Prediction of Advanced Liver Fibrosis in Chronic Hepatitis C 

Patients,” IEEE/ACM Transactions on Computational Biology and Bioinformatics, vol. 15, no. 3, pp. 861-868, 2018. [CrossRef] [Google 

Scholar] [Publisher link] 

 

 

 
 

 

 
 

 

 

 

  

https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Prediction+of+Different+Types+of+Liver+Diseases+Using+Rule+Based+Classification+Model%E2%80%99&btnG=
https://content.iospress.com/articles/technology-and-health-care/thc00742
https://doi.org/10.14445/23488379/IJEEE-V9I12P115
https://www.internationaljournalssrg.org/IJEEE/paper-details?Id=414
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Liver+Classification+Using+Modified+Rotation+Forest&btnG=
http://www.ijerd.com/paper/vol1-issue6/C0161724.pdf
https://doi.org/10.1109/ICoCS.2015.7483212/
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Prediction+of+liver+fibrosis+stages+by+machine+learning+model%3A+A+decision+tree+approach&btnG=
https://ieeexplore.ieee.org/abstract/document/7483212
https://doi.org/10.1155/2016/2636390
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Accurate+Prediction+of+Advanced+Liver+Fibrosis+Using+the+Decision+Tree+Learning+Algorithm+in+Chronic+Hepatitis+C+Egyptian+Patients%22&btnG=
https://www.hindawi.com/journals/grp/2016/2636390/
https://doi.org/10.1016/j.neucom.2020.04.105
href=%22https:/scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=An+SAE-based+resampling+SVM+ensemble+learning+paradigm+for+pipeline+leakage+detection&btnG=
https://www.sciencedirect.com/science/article/abs/pii/S0925231220307451?via%3Dihub
https://doi.org/10.1109/ACSAT.2013.81
href=%22https:/scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Data+Mining+Techniques+for+Optimization+of+Liver+Disease+Classification&btnG=
href=%22https:/scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Data+Mining+Techniques+for+Optimization+of+Liver+Disease+Classification&btnG=
https://ieeexplore.ieee.org/document/6836610
https://doi.org/10.1016/j.cmpb.2020.105551
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Machine+Learning+Prediction+Models+for+Diagnosing+Hepatocellular+Carcinoma+with+HCV-related+Chronic+Liver+Disease&btnG=
https://www.sciencedirect.com/science/article/abs/pii/S0169260719310673?via%3Dihub
https://doi.org/10.1109/ICECAA55415.2022.9936299
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Trustworthy+Cloud+Storage+Data+Protection+Based+on+Blockchain+Technology&btnG=
https://ieeexplore.ieee.org/document/9936299
https://doi.org/10.14445/22315381/IJETT-V70I5P207
https://ijettjournal.org/archive/ijett-v70i5p207
href=%22https:/doi.org/10.14445/23488387/IJCSE-V7I6P105
http://www.internationaljournalssrg.org/IJCSE/paper-details?Id=402
href=%22https:/doi.org/10.1016%2Fj.trstmh.2008.04.011
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Incidence+and+Risk+Factors+for+Hepatitis+C+Infection+in+a+Cohort+of+Women+in+Rural+Egypt&btnG=
href=%22https:/academic.oup.com/trstmh/article-abstract/102/9/921/1888623
https://doi.org/10.14445/22315381/IJETT-V70I11P224
https://ijettjournal.org/archive/ijett-v70i11p224
https://doi.org/10.14445/23488387/IJCSE-V9I3P102
https://www.internationaljournalssrg.org/IJCSE/paper-details?Id=466
https://doi.org/10.14445/22315381/IJETT-V70I3P232
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Mining+Privacy-Preserving+Association+Rules+Based+on+Parallel+Processing+in+Cloud+Computing&btnG=
https://ijettjournal.org/archive/ijett-v70i3p232
https://doi.org/10.1109/CONIT55038.2022.9847708
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Hybrid+Deep+Learning+Neural+System+for+Brain+Tumor+Detection&btnG=
https://ieeexplore.ieee.org/document/9847708
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=A+Comparative+Study+of+Diagnosing+Liver+Disorder+Disease+Using+Classification+Algorithm&btnG=
https://www.ijcsmc.com/docs/papers/August2017/V6I8201712.pdf
https://doi.org/10.1109/ICOEI.2018.8553682
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Accuracy+Prediction+Using+Machine+Learning+Techniques+for+Indian+Patient+Liver+Disease&btnG=
https://ieeexplore.ieee.org/document/8553682
href=%22%20https:/doi.org/10.1109/TCBB.2017.2690848
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Comparison+of+Machine+Learning+Approaches+for+Prediction+of+Advanced+Liver+Fibrosis+in+Chronic+Hepatitis+C+Patients&btnG=
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Comparison+of+Machine+Learning+Approaches+for+Prediction+of+Advanced+Liver+Fibrosis+in+Chronic+Hepatitis+C+Patients&btnG=
href=%22%20https:/ieeexplore.ieee.org/document/7891989

