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Abstract - Nowadays, the volume of educational content on the world wide web is surging rapidly, challenging users with 

numerous options for e-Learning content in various areas of interest. This transition paves the way for web data mining and 

classification for identifying the most relevant content according to the user's interests and needs. Web mining is a technique 

to automatically track down and extract patterns from the data on WWW. The purpose of this paper was to analyze and 

classify web content based on keyword inputs resulting in a database facilitating a new way of data content recommendation 

for the users. The proposed work aims to scrape the freely accessible unstructured text content on the search engine and 

preprocess it to structured data using NLP methods. The extracted structured data undergoes an unsupervised learning 

algorithm for clustering them to obtain the three classified clustered sets of highly impacted, average, and low impacted 

data contents, which will be further stored in the database for the future recommendation of classified web content pages to 

the users.  

Keywords - e-Learning, Web content mining, Unsupervised learning, NLP, k-means algorithm, Classification, PageRank 

algorithm. 

 

1. Introduction 
The web page content classification is part of an 

information retrieval application that brings forth required 

advantageous information. This process aims to quickly 

categorize the web contents that yield relevant information 

from the vast world wide web [1]. This machine learning 

problem is getting crucial with the enormous rise of millions 

of websites gradually. In the recent two or three years, 

because of the epidemic situation, the world has undergone 

drastic changes in learning strategies. It almost depended on 

Online or Hybrid mode. So compared to the prior era, a lot 

and a lot of very useful informational content were shared 

over the web apart from the MOOC content, which is very 

cost-effective and, without time constraints, the users can 

learn accordingly. Many researchers and academicians are 

highly active in sharing their vast knowledge over the web, 

which can be useful for interested peers worldwide. So, to 

access these highly impacted freely accessible web contents 

from the extensive and scattered online content, we need 

some comparison and evaluation for the web contents that 

are mined and classify them according to the rank impact 

factor so that the users can be able to access the highly 

impacted web page contents according to their interests and 

needs. 

 

For this, we start with web mining plays a vital part in 

locating useful pattern information or logs to help in 

classification. The web mining approach is an application of 

a data mining technique or algorithm and knowledge 

discovery process which focuses on extracting information 

patterns directly from the web data, which helps to enhance 

the search engine's capability in classifying the contents and 

predicting its user's behaviors [2]. Web mining extracts 

features for a purpose like news monitoring, cluster 

financial data, tracking price, consumer sentiment analysis, 

etc., from the various fields of websites like eCommerce, 

travel & tourism, marketing, research, social media sites, 

sports analytics etc. Web mining is majorly used for 

predicting user performance. Web mining is mainly divided 

into web content mining, web structure mining and web 

usage mining [3]. Web mining gathers information through 

structured, semi-structured and unstructured web content. 

The tools like Scrapy, beautiful soup, PageRank, Selenium, 

Apache logs etc., are used for web mining. The below 

(figure .1) represents the web mining taxonomy. 

 

1.1. Web Content Mining  

Web content mining is widely used in the education 

sector to retrieve valuable and relevant information from 

web documents or sites based on user interests and needs 

[4]. Web content is a collection of webpages which includes 

several types of data like text, images, videos, and 

animation connected through hyperlinks for navigation, 

then creating logfiles on every visit to that site [5]. There are 

different types of approaches for web content mining – 

structured mining, unstructured mining, semi-structured 

mining, and multimedia mining. 

  

https://www.internationaljournalssrg.org/
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Fig. 1 Taxonomy of web mining

 
Fig. 2 Mining of web contents 

The mining of text documents is a form of unstructured 

mining involving text, images and clusters of the web page 

based on input keywords or content with the help of 

machine learning and natural language processing (NLP), 

known as text mining [6]. The below (figure .2.) depicts the 

mining process of web contents that are scraped and stored 

in the database. 

Web content mining has two approaches: agent-based and 

data-based approaches. 

• The agent-based approach focuses on enhancing 

information detection and filtering. The three 

categories involved are information 

filtering/categorization, intelligent search agents, and 

personalized web agents. 

• Data-based approaches are utilized to classify semi-

structured data existing over the web as structured data. 

1.2. Web Structure Mining 

Web structure mining [7], [8] is a process of finding 

structure information as a structured summary of the 

specific website, like web pages and hyperlinks as nodes 

and edges from the web. The discovered web structure 

information identifies the relationship between direct link 

connections or the information linked by web pages [53]. 

Web structure mining can be categorized into two types 

extracting the patterns from the hyperlinks and mining the 

data structure. Web structure mining is mainly useful to 

determine the links between two commercial websites. 

Website pages, 

Unstructured Data

Structured Data 

(CSV, XSL, SQL, XML)
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1.3. Web Usage Mining 

Web usage mining [4], [9] is an application for 

extracting different varieties of interesting data patterns and 

useful information from the logs obtained from browsing 

the web server that is readily accessible on the web. It assists 

in analyzing the log files of users created when users 

previously interacted with web content [37]. The web server 

and application server logs are the prominent source of data 

collected. The three major types of log data are categorized 

into Server-side, Client-site, and Proxy-side. Then the other 

sources of data collected are cookies, demographics, etc. 

The data normally includes user profiles, browser logs, IP 

addresses, proxy server logs, past records of events, etc. 

 

Up to limited knowledge gained from the survey of 

various works done by many researchers, the web usage 

mining is vastly concentrated on classifying contents and 

recommendations by majorly retrieving the users' weblogs. 

Whereas web content mining is used scantily, the mere 

focus on web content is very rare, so the study was chosen 

to work in this area. 

 

In this work, we use the web content mining technique 

for scrapping the text contents using an agent-based and 

database approach. Then the scraped contents are 

preprocessed as unstructured text contents to obtain the 

clean scarped data. Then the data will be stored in the local 

database in the format of csv. Files or Excel. Using the 

machine learning algorithm, these data contents are 

clustered and classified into high, medium, and low-

impacted contents. 

 

This paper mainly covers the study of the proposed web 

content classification model for web content mining of 

unstructured text content using NLP and machine learning 

techniques and its respective results. The structure of the 

paper consists of existing literature research works in the 

section. II, then the internal process of the framework is 

explained in the section. III, whereas the experimental 

results and process work are discussed in the section. IV, 

and section. V as the conclusion of the work. 

2. Background and Related Works 
The web content mining approach is to mine the data 

contents from websites or web pages, which largely consists 

of text, tables, graphics, images, audio, videos, data records 

and blocks, ranging from unstructured data to semi-

structured data, which are typically in any one of the forms 

of HTML, XML, XHMTL content pages [44] [51]. The web 

content mining approach is also called as agent base 

approach, where it has three types of agents, namely 

intelligent search engines [48], personalized web agents and 

information or data filtering. Unstructured content mining 

is also known as knowledge discovery in text. It carries out 

the functionalities like text detection, mining and 

preprocessing of the resulting contents using the techniques 

like NLP, text categorization or information retrieval [54]. 

The results that are extracted will be  

• Units 

• Topic Tracking 

• Summarization 

• Web page categorization 

• Web site categorization 

• Web page clustering 

• Web site clustering 

• Web object clustering 

• Information Virtualization 

2.1. Challenges in Web Content Mining 

The major challenges or problems that arise in web 

content mining [39] when extracting information from web 

search engines are given as 

• Data extraction [46]: It involves obtaining structured 

data from web pages, namely search results and product 

services. Machine learning and automatic data 

extraction techniques are used to solve this issue. 

• Web Information Integration and Schema Matching 

[42]: World Wide Web incorporates a huge amount of 

data of the similar type of information in different ways 

for each website/ page. The major problem is 

identifying semantically similar data and matching it to 

the query. 

• Opinion extraction from online sources [43] (surveys, 

chats, forums, etc.)  

• Knowledge synthesis 

• Segmenting Web pages and detecting noise [45]: the 

problem is to automatically extract the segment of the 

main content page without advertisements, copyright 

notices, or navigation links. 

 

Web content mining is an effort of multi-disciplinary 

techniques which is drawn out from various fields like 

informational retrieval, NLP, Machine learning, statistics, 

etc., for better, specific, and accurate extraction of results. 

The scraped web contents undergo data cleaning then 

processed data will be clustered and classified by using 

machine learning algorithms to get highly impacted 

contents. The Web page classification is the procedure of 

allocating a web content page to different predefined 

datapoint classifications, which plays an important part in 

analysing the web's topical structure, scraping, crawling, 

topic-specific weblink analysis, and cultivating web 

directories, etc., [10]. Here, we discuss some related works 

of web page content classification below.  

 

Kenan Enes Aydin et al. [49] have proposed a model to 

classify website contents to solve the complicated issue of 

parental control for children to use safe, secure internet. 

Dynamic classification of websites is modelled using 

natural language processing, machine learning techniques 

like support vector machines and text categorization. The 

classification success rate reached 0.8756 for the results 

obtained using SVM. Cavalieri. A et al. [50] have presented 

an intelligent system aimed at supporting political science 

scholars by facilitating the automatic categorization of 

specific political documents containing the parliamentary 

questions, which are collected at the Chamber of Deputies 

of the Italian Republic during the weekly Question Times 
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using machine learning and deep learning text 

classifications techniques. 

 

Utiu. N et al. [12] have proposed a framework for 

separating the textual content from the whole web page 

while excluding the template and other decorative elements. 

The process uses Machine learning classification techniques 

over renowned datasets like the Cleaneval dataset and 

Dragnet dataset to get the main contents of the web pages 

and obtained 0.96 as an f1 score in performance evaluation 

without going for exhaustive preprocessing procedures. 

Karthikeyan. T et al. [11] have proposed a model for the 

classification of documents that are extracted with a better 

accuracy rate using effective web scraping techniques and 

machine learning methods for recursive feature elimination 

to select better feature subsets. 

Ali. F et al. [13] proposed a work using fuzzy ontology-

based semantic knowledge and an SVM classifier to filter 

and differentiate whether the URL is adult, normal or 

medical and then detect and block pornographic content 

automatically. Dimitrovski. A et al. [14] framed a work to 

classify the educational content by mapping course 

descriptions based on academic topics and disciplines using 

information retrieval techniques over the data like CIP and 

Wikipedia for better reach of student requests. 

Shinde. S et al. [15] intended work to classify web 

documents using a machine learning technique as a support 

vector machine classifier for the available data contents 

related to freelancing and remote job over the search engine. 

Dilip Patel. A et al. [52] proposed a method for article 

categorization by identifying the category of the article and 

its hierarchical file structure, thus helping the users to access 

the appropriate article content and to locate the related 

article titles. The classification of web pages to form catalog 

generation for child content and parenting context content 

is available over the web. 

 

Jiménez. L. R. [17] proposed a content classification 

method for grouping web classes into 6 different classes 

based on an unsupervised learning clustering technique as a 

K-means algorithm. Where the dataset generated based on 

Multipurpose Internet Mail Extensions (MIME) content 

breakdown and the external subdomain connections, 

through PC running Webpage Test tool are used to obtain 

the various grouped contents. Deng. L et al. [18] presented 

a web page classification method based on heterogeneous 

textual features and tree-like structural features, which are 

further converted to vectors and then fused, are used to 

propose combined multiple-classifiers. From there, the 

accuracy of the web page classification has been increased 

using the combined multiple classifiers over the DMOZ 

dataset, Amazon dataset, and 7-web-genres dataset. 

3. Proposed Model and Methodology 
The proposed work describes the experimental study on 

web content mining and classifying unstructured web 

content or pages using machine learning techniques. 

Overall, the model developed within the scope of this study 

is designed on text mining the web contents freely available 

over the web in the field of computer science. Focusing on 

one language course as "Core java programming" and its 

prescribed syllabus content that is information collected 

through academic course content and MOOC syllabus 

contents. Thus, further aimed to expand the territory to 

many more subjects for classifying in the later stage or 

future process. 

The modular architecture of web content classification 

is given in (figure 3.) where the feature extraction of e-

Learning contents over the internet henceforth provides the 

classified levels of impact clusters involved in the specified 

web contents [19]. 

In this data collection phase, the web scraping process is 

used to get the required web content documents from the 

search engine site. Web Scraping is also called web 

harvesting or extraction. It is a specialized and automatic 

tool to acquire or extract large amounts of accurate data 

from web pages [20]. The web scraper uses bots to obtain 

content from websites directly accessing the world wide 

web by utilizing the hypertext transfer protocol or a web 

browser. The retrieved data is further exported into a 

comfortable format such as JSON, CSV or Excel 

spreadsheet etc. The workflow model of the web scraping is 

represented in (figure .4) given below. 

 

 

 

 

 

 

Fig. 3 Modular architecture of Classification (Source: [19]) 
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Fig. 4 Workflow model for web content classification 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Flow chart of the classification model 

Web scraping includes three major steps, which consist 

of scraping the website on a search engine, scraping URL, 

and Page content [21]. First, the input keyword is sent to the 

search engine as a GET request. Here around 220 input 

keywords are created with human intervention covering 

multiple prescribed and well know Java textbook keywords 

and referring to MOOC Coursera online syllabus content. 

As requested, sending the input dataset to the server will 

obtain the output web page content as a response. Then, the 

website's HTML code will be parsed, and a tree structure 
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path will be formed. In the end, the parse tree, which is an 

ordered tree representing the structured syntactic data, is 

searched using the Python library [22]. Selenium is used to 

scrape the web data content from the targeted search engine 

[23], [24] Google. There are several search engines in the 

world, and a few of them, namely Google, Bing, Baidu, 

Yahoo!, Yandex, Ask, AOL, DuckDuckGo, Excite, Naver, 

Seznam, Ecosia, Lycos, etc. According to the worldwide 

search engine market share, the most popular search engine 

is Google, with a whopping 92.26% share compared to 

others. So Google is considered for this work. 

The flow chart of the web content classification model 

is given in (figure 5.) below. Where the whole process 

represents starts from scrapping the web for the web 

contents, then preprocessing the retrieved data passing 

through the classifying model algorithms for the final 

desired clustered dataset sent into the database storage 

section. 

The Google search engine is taken as the target search 

engine for this work, and then the web scraping using 

Selenium acquires and retrieves the desired URL from the 

target web source. The retrieved unstructured data are 

parsed to get structured data which can be used further to 

extract features from the web contents. The retrieved feature 

data is taken for training and testing data. Where the split 

percentage of the dataset is sent for training as a training 

dataset, and the rest is used for testing as a testing dataset. 

This classifying model determines the impact of the 

collected web contents and clusters according to the level of 

impact of those contents. Three classes of rating the content 

pages are 'high impact', 'average impact' and 'low impact'. 

Then by evaluating the performance, the classified web 

contents are stored in the database for the future 

recommendation process. 

This process involves web scraping of contents over the 

search engine for the given input keyword, then searching 

and scraping all the results (website URLs, title, the word 

count of keyword, ranking, the total number of words, etc.) 

for the keyword. The preferred clusters are formed and 

stored as the classified contents in the database using the 

results obtained through scarping. 

The web scraping procedure uses Selenium which 

automates the search engines. Selenium is an open-source 

automated tool which provides a single interface to write 

test coding scripts using the programming languages [22]. 

Here python libraries and applet viewers are used to build 

the automated tool, which acts as an automated web bot. 

Selenium uses Chrome driver [25], where the keywords are 

sent to the Google search engine by searching and opening 

the URL, then gets and loads the search results into the csv 

file. The process of an automated tool for searching and 

loading the results for each keyword into separate csv files. 

To obtain the desired results, the contents are scarped 

from Google for the given keyword primarily based on 

subjectivity classification of sentiment analysis for 

collecting relevant pages [26]. Subjectivity classification is 

the process of differentiating the contents, whether 

objective or subjective [27]. Here, subjectivity refers to the 

quality and the relevancy of the pages collected for the given 

keyword. 

• 0 – page content is not subjective at all, which is written 

objectively. 

• 1 – Page content is fully subjective and is written like 

an opinion. 

Algorithm of Web Scraper: 

Step 1: Input user query keyword 

Step 2: Get request website_URL 

Step 3: Select the web contents using Selenium 

Step 4: Scrape Website information from a given URL 

Step 5: Scrape Unstructured page content feature 

extraction from a given URL. 

Step 6: Parse and extract information text from the web 

document 

Step 7: Filter the scraped data by the specific query 

keywords 

Step 8: Save the scraped data into a structured data format 

as .CSV file 

Step 9: Consolidate all the scraped .CSV files into one 

cumulative .CSV file   

Step 10: Store the cumulative .CSV file (scraped data) in 

the local database. 

Step 11: End process. 

 

Then, the data like the URL of the page, published date, 

the word count of the keyword on that page content, the total 

number of words on the page, google ranking of the page, 

title, and text content are scraped for the searching keyword 

and certain data like google ranking, the word count of 

keyword, the total number of words are further processed 

for finding the appropriate cluster of impact groups of the 

obtain data contents.  

The below (figure. 6)shows the extraction of the web 

contents that have been identified and abstracted details like 

URL, various rank lists in the different search engines, for 

the specific keyword that was provided through coding 

script, and then the extracted data have been stored into 

excel sheet as shown above. Thus, the high-level diagram of 

classified results after processing will be given in (figure 7.)  

below. 
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Fig. 6 Screenshot of data contents abstracted into Excel 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 7 Diagram of classified content result 

The Google listing or ranking of a page is obtained 

directly from the search engine Google list position of the 

web content page [28]. The Google listing uses the 

algorithm called PageRank algorithm for Google, which is 

used to rank web pages in their results by counting the 

number of links and link quality of the content page to 

measure the estimated value for regulating the importance 

of the web content page [29]. The page rank of A is 

calculated as in equation (1) below. 

𝑃𝑅(𝐴)   = (1 − 𝑑) +
𝑑(𝑃𝑅(𝑇1) 𝐶(𝑇1) + ⋯ +  𝑃𝑅(𝑇𝑛) 𝐶(𝑇𝑛))⁄⁄   

 (1) 

Where d is the damping factor, T1 to Tn are pages, 

C(T1…Tn) is the number of links to the page. This 

determines the process of the most important web pages that 

are likely to get more links from other pages. 

Here Google's link position is taken from 1 to 15 links 

of the web content pages and then fetches the content 

listings from Google as a result of obtaining the Google 

listing rank data. Thus, for each search keyword, a 

minimum of 10 to 15 URL links and positions are taken as 

data, forming a dataset of around 3000 samples. 

 

The fastest way to acquire the desired materials is 

through uniquely finding the associated keywords. So that 

the challenges like bulk search volume and keyword 

difficulty can be driven out or minimized using the most 

appropriate informational keywords to target the contents 

[40], the high volume of search content can be controlled. 

To get the most relevant content using the long-tail 

informational keywords [41], which reduces the bulk traffic 

of any irrelevant content gathering when commonly used 

keywords are used as query search. Thus, the long-tail 

keywords have low conflict in targeting and acquiring the 
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main topic while searching. The below (figure. 8) shows 

how the several relevant search contents vary with the 

detailing of keywords like long-tail keywords to target more 

specific suggestions.  

 
Fig. 8 Long-Tail Keywords 

Since this leads to having a unique search keyword as 

a key phrase, it becomes an effective way of optimizing for 

informational queries and further strengthening relevant 

topics by giving out smaller search volumes with accurate 

content to those who are looking for very specific materials 

than by just browsing all around the related terms. 

 

The word count of keywords on the page and the total 

number of words on the page data are gathered using the 

Python Split() function, where the word count represents the 

keyword's number of occurrences on that specific page 

content. Then, we will calculate the keyword density by 

using the word count of the keyword and the total number 

of words data. Keyword density refers to the percentage 

obtained through a simple division of the number of times 

the keywords occurred by the total number of words on that 

content [30]—the keyword density used to improvise the 

webpage visibility on search engines [31]. The keyword 

density formula is given in equation (2) below. 

𝐾𝑒𝑦𝑤𝑜𝑟𝑑 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 = (𝑁𝐾𝑟 𝑇𝐾𝑛⁄ ) ∗ 100 

 (2) 

Where Nkr is the word count of keywords on the page, 

and TKn is the total number of words on the page. Here the 

keyword density is calculated by taking all the words in the 

search word as long-tail keywords into account, excluding 

the prepositions and then by finding the respective densities 

of each word and finally summing them up to get the 

destined keyword density percentage. 

 

Ex: The Search word is "Memory management in Java." 

 

Where the word densities of the words' Memory', 'java', 

'management' are taken respectively, excluding the 

preposition 'in'. Then all the values are summed up to get 

the final value. That final value is taken as keyword density. 

The retrieved data are cumulated and processed to form a 

single dataset, then stored in the database as an Excel file 

which is shown below (figure. 9) 

 

 
Fig.  9 Screenshot of the dataset 
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4. Results and Discussion 
Through the obtained data, try to find the level of 

impact of the collected content pages. There are no 

preassigned labels for the datasets, so the unsupervised 

learning algorithm is used to classify data contents. 

Clustering is an exploratory data analysis technique that 

plays a vital role in unsupervised learning classification, 

where the assumed data points are clustered with respect to 

the similarity of those data to form various groups [32]. 

Numerous unsupervised learning algorithm prevails to work 

out the clustering or classifying issues in machine learning 

or data science that actively functions along with the Python 

implementation. So, at present many machine learning 

algorithms are available for clustering techniques, in that for 

the initial process, the k-means algorithm is taken for 

clustering the data points.  

   

The k-means algorithm is a partitioning approach 

where all the data points are formed into different fixed 

clusters based on similarities [33]. This algorithm is applied 

for unlabeled quantitative data variables [34]. Where the 

unlabeled dataset is clustered or grouped into different 

collections of clusters. In K-means, the K refers to the 

number of fixed clusters that are to be produced in the 

process, 

For ex., if K=3, then there will be 3 clusters  

            if K=n, then there will be n clusters 

Where n is the number of clusters created. 

 

K-means clustering is an iterative algorithm that splits 

the unlabeled dataset into K distinct clusters, where each 

cluster consists of similar properties of the dataset 

belonging to one group. K-means clustering is a centroid-

based algorithm where it aims in such a way to reduce the 

sum of distances between the specific clusters and their data 

points so that each cluster is connected to the centroid. The 

main task performed by the K-means algorithm is 

• Finds out the best value for K using an iterative process. 

• Data points are allocated to the nearest K-centroid, thus 

creating a classified cluster. 

Algorithm of K-mean Clustering 

Step 1: Input 

D = {t1, t2, …., tn} // set of data points 

K is no. of clusters 

Step 2: Assign initial values for the model as m1, m2, … mk 

Step 3: Randomly choose k data points from D as initial 

centroids 

Step 4: Repeat 

Assign each data di to the nearest cluster centroid 

and calculate the new mean for each cluster. 

Step 5: Re-assign each data point in the dataset to the nearest 

cluster using Euclidean distance as a measure of distance 

until the convergence criteria are met. 

Step 6: Output 

Set of K clusters. 

 For this process, 70% of the dataset is taken as a training 

dataset. Then, the two-dimensional space is created using 

Google listing number as X-axis and Word density sum as 

Y-axis. The data points are clustered based on three types of 

meaningful intuition assumptions made for grouping the 

data, fixing the exact number of groups, and getting the 

clusters' centroid through continuous iterations. The three 

datapoint cluster assumption is taken as below. 

• Data points with low word density and yet one of the 

first links in the search. 

• Data points with high word density and yet somehow 

are in the middle of the search. 

• Data points with low word density and yet are at the 

bottom of the search page. 

Based on the assumed data points, the resulting clusters 

diagram for the data points is shown in (figure .10) below. 

 
Fig. 10 K-means cluster diagram 

The three clusters show the level of impact of the 

contents based on the data points meaningful intuition, 

where  

• blue-cluster2 gives out a high-level impact of content. 

• green-cluster3 gives out the average level of impact 

content 

• red-cluster1 gives out a low level of impact content. 

 

The Elbow method is a metric used to evaluate the K-

means clusters and find the optimal number of groups. The 

elbow method uses the within-cluster sum of squares 

(WCSS) value to determine the overall variations inside a 

cluster. The formula to calculate WCSS value is given in 

equation (3) below, 
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𝑊𝐶𝑆𝑆 = ∑ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑃𝑖  𝐶1)2

𝑃𝑖 𝑖𝑛 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 1

+ ∑ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑃𝑖  𝐶2)2 + ⋯
𝑃𝑖 𝑖𝑛 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 2

+ ∑ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑃𝑖  𝐶𝑛)2

𝑃𝑖 𝑖𝑛 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑛

  

(3) 

Where 𝑃𝑖 𝑖𝑛 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 1, is the data points within cluster1. 

Ci is the centroid of the cluster.  

∑ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑃𝑖  𝐶1)2
𝑃𝑖 𝑖𝑛 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 1

  is the sum of the square 

distance between the centroid and their respective data 

points inside cluster 1 

 

The WCSS is calculated to measure the average 

squared distance of all data points within the cluster to the 

centroid [35]. The Euclidian distance or Manhattan distance 

is used to measure the values to determine the distance 

between the centroid and the data points. The formula to 

calculate the Euclidian distance of two-dimensional space is 

given in equation (4) below. 

 

√(𝑋1 − 𝑋2)2 + (𝑌1 − 𝑌2)2                   (4) 

The elbow method is used to get the optimal K value of 

the k-mean algorithm, representing the number of clusters 

that can choose to fix the required groups [36]. The above 

(figure .11) shows the dataset's exact number of clusters. 

 

The graph depicts the sharp bend, which appears to be 

an elbow; that sharp point of bend or knee of the curve 

determines the best value of K. By implementing the Python 

line of codes and executing it, the data extracted are 

independent variables dataset in the excel database, will 

look like above (figure. 10.)  Thus, the knee of the curve 

shows the exact clustering group as 3 as the cutoff point. 

 

The data clustered through the above method are 

processed to form the final desired result and then stored in 

the database as an Excel file. Here are the details of the 

obtained and stored headers, given below in Table 1.  

 

Thus, finally processing, the extracted data for every 

keyword were combined into a single dataset are stored in 

the Excel database as the clustered and classified page 

contents. The below (figure. 12) shows the final dataset 

acquired through the process. 

 

Table. 1 Details of the stored data heading in the database 

Columns Headers 

A Number of data 

B Google rank list 

C URL 

D Keyword 

E Keyword density 

F Total Number of words  

G Cluster group 

Fig. 11 Elbow Method of Clustering 

Fig. 12 Screenshot of Final Result of clustered contents
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5. Conclusion 
The proportion of educational content accessible on the 

internet is increasing, which affects the users to find a very 

relevant option for retrieving content from a huge collection 

of data. A web content classification system is proposed to 

optimize web pages and get the most quality impacted web 

content to the users. In this work, the web scraping 

application uses Selenium tools and Python libraries to 

identify the relevant web pages for the given 220 keywords 

of the specific language. Then, the machine learning 

algorithm is approached to spot the degree of impact of the 

web content. The data obtained through scraping are 

unlabeled, so an unsupervised learning algorithm is used to 

classify contents. The clustering is trained by taking around 

2000 records as a sample train dataset. The three different 

clusters are formed by taking meaningful intuition datapoint 

similarities to provide the degree of impact of the web page 

content as 'high', 'average', and 'low'. The result of this 

approach demonstrates the success of potential content 

classification from raw data to an effective end product. The 

proposed method is a novel process and efficient in 

categorizing the highly impacted web contents for the 

particular query request posed by the user for the 

recommendation. Future work depends on these datasets of 

the obtained results in the database, where the personalized 

search query is posed. The desired relevant search results 

are sent to the users as actual recommendations for accurate, 

convenient, and flexible learning. 
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