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Abstract - One of the most important features of an autonomous vehicle is obstacle detection. The vehicle should be able to 

precisely and timely detect the presence of an obstacle to avoid a collision. This study aims to design and build an obstacle 

detection system to detect four types of obstacles (cars, motorcycles, people, and potholes) using the Single Shot Multi-box 

Detector (SSD) method and mobilenet v2 architecture. The input is video data extracted into frames and taken using a dash 

camera installed in the car. The dataset contains 720 images for each obstacle object. The training parameters are 

num_steps=20000 and batch_size=16. The result shows that the SSD method can be implemented properly for detecting and 

classifying obstacles in real-time. From the testing stage, the system obtains accuracy of 93.88%, 97.22%, 95.83%, and 94.44% 

at speeds of 10 km/h, 20 km/h hour, 30 km/hour, and 40 km/hour, respectively. 

Keywords - Autonomous driving, Mobilenet v2, Obstacle detection, Real-time, SSD.   

1. Introduction  
An autonomous driving vehicle is a car that can drive 

without the control of humans. Autonomous vehicles move 

with a series of Artificial Intelligence (AI) and consist of a 

collection of systems that work together to integrate 

environmental perception, path planning, and decision-

making [1]. The principle purpose of autonomous vehicles 

rests in making sense of the complex and dynamic driving 

environment [2]. To achieve this goal, autonomous cars use 

a variety of sensors, cameras, radars, etc., to detect conditions 

in front of the car and make decisions like human drivers [3]. 

The main sensor is the GPS (Global Positioning System), 

which determines the car's exact position. Meanwhile, 

cameras and radars are installed around the car as the eye to 

monitor the surroundings. Infrared and ultrasonic waves are 

used to calculate the distance to other vehicles [4] accurately.  

Autonomous driving is a technology that has the 

potential to change people's lifestyles and help people in their 

daily lives by providing reliable and safe transportation 

services [5]. Autonomous driving eases the driver's burden in 

navigating the car, especially for those with mobility 

impairments or elderly drivers [6],[7]. When driving a car, 

there are many obstacles that can hinder smooth driving. The 

majority of traffic accidents in Indonesia were caused by 

human factors (61%), followed by road condition factors 

(30%) and vehicle factors (9%) [8]. Autonomous cars are 

better at obtaining and maintaining situational awareness on 

the road [9]. They are expected to help eliminate the 

occurrence of traffic accidents caused by humans and reduce 

traffic congestion, economic loss caused by accidents, and 

pollution emissions [9], [10]. 

Victoria Transport Policy Institute suggests that it will 

be at least 2045 before half of the new vehicles are 

autonomous and 2060 before half of the vehicle fleet is 

autonomous [11]. Research on autonomous vehicles and 

related fields has been extensive these past years. The related 

fields include vehicle type classification, vehicle counting, 

obstacle detection, road signs detection, routing scheme, road 

safety and ethics, etc. For instance, Amiruddin et al. [12] 

designed a system to classify vehicles according to their 

categories, consisting of motorcycles, light vehicles, and 

heavy vehicles. Similarly, Sutrisno et al. [13] classified cars 

based on Car Make and Model Recognition (CMMR). 

Information on vehicle type and model can be utilized to 

analyze future transportation needs and improve 

transportation safety. 

Meanwhile, work by Indrabayu et al. [14] detected and 

calculated the number of motor vehicles and modified 

motorcycles passed on a highway. Vehicle counting gives 
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real-time traffic situation information to help autonomous 

cars plan the travel route. Karthikeyan and Sathiamoorthy 

[15] used a deep reinforced learning algorithm to control the 

steering angle of an autonomous vehicle. On the other hand, 

Kouonchie [16] focuses more on Vehicle-to-Infrastructure 

communication to maximize fuel-saving by determining their 

position and motion through traffic information in real-time. 

Object detection is one of the vital elements in 

autonomous systems as it recognizes the existence and 

location of an object on the road. In the case of autonomous 

vehicles, object detection needs to be done in real-time to 

make quick decision-making and perform immediate action. 

The reaction time of an autonomous vehicle from obstacle 

recognition to applying brakes was found to be about 0.5 

seconds [17]. Therefore, designing reliable object detection 

systems has gradually become the research focus in 

developing autonomous driving. 

Currently, object recognition detection algorithms have 

developed a lot, but mainly focus on single object detection. 

Lim et al. proposed a real-time lightweight CNN for detecting 

road objects of various sizes [18], but the main focus was car 

objects. Sahal et al. used five classes, which are animal, 

person, tree, two-wheeled vehicle, and cars [26], while Yan 

et al. [20] used the KITTI dataset that includes 8 categories 

such as cars, pedestrians, and trucks. However, these works 

did not take into account the detection distance. 

This study combines multiple object detection and 

compares system performance from multiple distances. The 

system can detect four types of obstacles (cars, motorcycles, 

people, and potholes) using the Single Shot Multi-box 

Detector (SSD) method and mobilenet v2 architecture. The 

SSD runs a deep Convolutional Neural Network (CNN), 

widely used for object detection and segmentation algorithms 

on an input image to produce network predictions from 

multiple feature maps. 

2. Literature Review 
2.1. Convolutional Neural Network (CNN)  

Convolutional Neural Network (CNN) is a deep learning 

algorithm that is enhanced from the Multi-Layer Perceptron 

(MLP) and designed to process data into two-dimensional 

shapes, such as images or sounds [21],[22]. CNN is used to 

classify labelled data using the supervised learning method. 

It imitates how human brains work that use neurons to 

transfer knowledge: biological neuron corresponds to an 

artificial neuron; kernels represent different receptors that 

respond to various features; activation functions mimic the 

function that only neural electric signals exceeding a certain 

threshold can be transmitted to the next neuron [22]. The 

CNN method has two types of layers: feature extraction and 

classification. 

2.1.1. Feature Extraction 

The feature extraction layer aims to extract features from 

the image so that they can be processed in subsequent layers. 

The feature extraction layer consists of the convolution layer, 

the Rectified Linear Unit (ReLU) activation function, and the 

pooling layer. The convolution layer consists of neurons that 

form a filter with pixel length and height. A filter extracts 

specific features from input data, while stride is the number 

of rows and columns traversed when sliding the 

convolutional filter over the input image. This process is a 

way to combine two series of numbers to produce a third 

series of numbers. In this study, the two series of numbers are 

contained in the input and kernel, while the third series of 

numbers is the output (feature map). Both input and kernel 

have a series of numbers in the form of a matrix. 

In the convolution process, there is a parameter called 

padding. Padding extends the area of an image in a 

convolutional process by adding zeros around the edges of an 

image. Padding is a means of manipulating the output 

dimensions of the convolution layer (feature map). The 

purpose of padding is to preserve the original size of an image 

when applying a convolutional filter and enable the filter to 

perform full convolutions on the edge pixels [23]. 

The second layer in feature extraction is the pooling 

layer. The pooling layer combines each group of the previous 

layer's outputs into a single neuron. The pooling layer 

typically calculates either the maximum or the average value 

of the elements in the pooling window. This study uses 

average pooling, where this pooling combines the 

information from multiple adjacent pixels by averaging those 

adjacent pixels. Like convolutional layers, the pooling layer 

consists of a filter slid over all regions in the input according 

to its stride. Each layer in feature extraction has a ReLU 

activation function located between the convolution layer and 

the pooling layer. The ReLU activation function is an 

activation function that is zero if x<0 and is linear with slope 

1 when x>0. 

2.1.2. Classification 

This layer consists of a fully-connected layer, which is a 

layer that functions in the application of multi-perceptron to 

perform transformations on data dimensions so that data can 

be classified linearly. This layer operates on a layer called the 

hidden state or hidden layer. This is the layer that produces 

the accuracy of the system. 

2.2. Single Shot Multi-box Detector (SSD)  

Single shot multi-box detector (SSD) is a development 

of the Deep Neural Network (DNN) algorithm for object 

detection. Based on its name, it is called ‘ single shot’  

because the tasks of object localization and classification are 

done in a single forward pass of the network; ‘ multibox’  is 

the technique for bounding box regression; and ‘ detector’  

means the network is an object detector that also classifies the 
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detected objects [24]. SSD produces a collection of bounding 

boxes (bboxes) and scores to determine the object’ s class in 

each of these bounding boxes. SSD generates scores for the 

presence of each object category in each default box and 

produces adjustments to the box to match the object shape 

better.  

Based on a study by Liu et al. [25], three deep learning 

methods have the highest performance: Faster RCNN, You 

Only Look Once (YOLO), and Single Shot Multibox 

Detector (SSD). The authors tested the detection time and 

accuracy using the PASCAL VOC, COCO, and ILSVRC 

datasets with varying input sizes. These three methods can 

detect objects in real-time but have different Mean Average 

Precision (MAP). Based on their MAPs, the SSD method has 

the highest accuracy compared to the Yolo and Faster RCNN 

methods. 

3. Materials and Methods 
3.1. Dataset 

This study uses primary data obtained from direct data 

collection on the road using the MOLA N3 DDPAI Dash 

Camera. The camera is mounted on the windshield and 

positioned at a 90-tilt angle to get the best field of view. The 

data collection is carried out with different car speeds of 10 

km/hour, 20 km/hour, 30 km/hour, and 40 km/hour in clear 

weather conditions. The camera resolution is 2560 x 1600 

pixels. The illustration of the data collection process is shown 

in Figure 1.  

 
Fig. 1 Illustration of the data acquisition process  

3.2. System Design 

The system design consists of two main stages: training 

and testing. The system flowchart can be seen in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig. 2 System flowchart  
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Fig. 3 Training process using MobileNetV2  

3.3. Pre-processing 

3.3.1. Frames Extraction 

The video data has a resolution of 2560 x 1600 pixels, a 

frame rate of 30 fps and a duration of 60 seconds. The video 

is extracted into frames to be used in the next process. The 

data used for each object in this study is 900 frames, where 

there are 4 classes of obstacle objects, including car, 

motorcycle, person, and pothole. 

3.3.2. Image Labelling 

The video data has a resolution of 2560 x 1600 pixels, a 

frame rate of 30 fps and a duration of 60 seconds. The video 

is extracted into frames to be used in the next process. The 

data used for each object in this study is 900 frames, where 

there are 4 classes of obstacle objects, including car, 

motorcycle, person, and pothole. The image labeling process 

is done by providing a bounding box for each obstacle object 

in the frame. 

3.3.3. Image Resizing with Bounding Box 

Data with an initial size of 2560x1600 pixels is resized 

to 1280x800 pixels or half of the image's initial resolution. 

This is done to optimize the computing process without 

losing system accuracy. 

3.3.4. Data Augmentation 

Data augmentation creates artificial data to produce 

more variations of the train data. This study uses horizontal 

flip, scale, brightness, and contrast as data augmentation 

techniques. 

Table 1. Training parameters  

Parameter Value 

Num_class 4 

Type ssd_mobilenet_v2 

Batch size 16 

Num steps 20000 

 

3.4. Pipeline Configuration 

Following the pre-processing stage, the next step is 

configuring the pipeline to build the pre-trained model. The 

model is the mobilenetv2 SSD that is initialized using the 

training parameters shown in Table 1. 

3.5. Model Training 

This study uses the MobileNet V2 architecture to reduce 

the amount of computation for a more efficient object 

recognition process. SSD performs object detection by 

creating a bounding box. Meanwhile, MobileNet V2 works 

by extracting features from images. In object detection, SSD 

is used for image localization to determine object position, 

and MobileNet V2 is used to classify the objects.  

This study uses a 2x2 filter applied with strides 1 and 2 

in the pooling layer. After the pooling layer, the bottleneck 

feature is applied as the last activation maps before the fully-

connected layers. Bottleneck is a block contained in the 

mobilenet v2 architecture. Bottleneck blocks are commonly 

known as inverted residual blocks (stride 1) and bottleneck 

residual blocks (stride 2). The MobileNet V2 model has a 

total of 7 bottleneck blocks. In the first layer, a 3-dimensional 

(RGB) image with a size of 224x224 goes through a 2-

dimensional convolution process using a 3x3 filter. This 

convolution produces 32 feature maps with a dimension of 

112x112. The convolution results from the previous layer 

will be used as input data in the following layers for each 

bottleneck block. Figure 3 illustrates the training process. 

3.6. Loss 

During the training process, it will produce a loss value 

that can be used as a metric to know whether the model works 

correctly. The lower the loss value, the better the system 

performance. In this study, the training process can be 

stopped if the loss value meets the specified requirements. 

But if the loss value is unsatisfactory, the training process will 

continue until it produces a low loss value. 
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3.7. Export Graph Model 

The next process is the export graph model or export 

inference graph on the checkpoints generated from the 

training process. This process will generate a file with the 

extension protobuf (file. pb). This file will be used in the 

object detection process. 

3.8. SSD Model 

The end result of the neural network training produces a 

model ready for testing. This model is in the form of a 

checkpoint file, and tensor graph data is included in the 

protobuf file. 

3.9. System Testing 

The system testing stage aims to test how accurately a 

model performs from the training results. The testing process 

goes through the same stages as the training process but with 

different data. The data is classified using the model from the 

training results. The system testing process is also carried out 

in real-time. 
 

System performance can be evaluated from the testing 

results. In the testing stage, system performance is analyzed 

using the multi-class confusion matrix method. The 

confusion matrix method is the base for calculating the 

precision, recall, F1-score, and accuracy values. There are 

four conditions in the confusion matrix: 
 

• True Positive (TP) is a condition where the system 

successfully detects cars, motorcycles, people, and 

potholes 

• True Negative (TN) is a condition where the system can 

ignore objects other than cars, motorcycles, people, and 

potholes 

• False Positive (FP) is a condition where the system 

incorrectly detects negative objects such as cars, 

motorcycles, people, or potholes. 

• False Negative (FN) is a condition where the system is 

unable to detect cars, motorcycles, people, and potholes 

that are present in the frame. 

4. Results and Discussion 
This chapter presents the results of the testing stage, 

where cars, motorcycles, people, and potholes obstacle 

detection is carried out using the SSD algorithm with the pre-

trained model and mobilenetv2 as the architecture. The 

testing stage uses the model obtained from the training 

process to detect objects in real-time.  

Finding the optimal parameters to generate the most 

suitable model for the system is necessary. In this case, 

experiments were carried out on several parameters to see 

which parameter values were most appropriate for the 

training process. The following are the parameters used in the 

training process:  

• Num_steps. This parameter determines how many steps 

are in the training iteration of the algorithm. One 'step' 

corresponds to one batch of data processing. An 

experiment was conducted using Num_steps values of 

20000 and 50000 to determine the best step number for 

the system. The result showed that Num_steps 20000 is 

the optimal value. 

• Batch_size. Batch size is the number of data samples 

divided into each batch for use in the training process. 

An experiment has been carried out to determine the 

batch size parameter using values 8, 16, and 32. From the 

experiment, the value 16 is the optimal value. 

Based on the experimental results, system testing was 

carried out using num_steps = 20000 and batch_size = 16. A 

dash camera is mounted on the inner part of the car 

windshield glass or behind the car's rear-view mirror. There 

are four scenarios with variations in car speed 10 km/h, 20 

km/h, 30 km/h, and 40 km/h, each taken with a test distance 

of 20 meters. Show those parameters num_steps = 20000 and 

batch_size = 16 yielded the smallest loss value of 0.2. 

Examples of the classification results can be seen in Figure 4. 

 
Fig. 4 Classification result  

4.1. Scenario 1 

The first scenario tests the system performance at a 

10km/hour speed with a distance of 20 meters. Table 2 shows 

the confusion matrix and the results of testing scenario 1. 
 

Table 2. Scenario 1 evaluation  

Predicted 
TP FP FN TN 

Precision 

(%) 

Recall 

(%) 

F-Score 

(%) 

A
ct

u
a

l 

Class Car Motorcycle Person Pothole 

Car 8 0 0 0 8 0 0 16 100 100 100 

Motorcycle 0 3 2 0 3 1 2 19 75 60 66.67 

Person 0 0 5 0 5 2 1 17 71.43 83.33 76.92 

Pothole 0 0 0 6 6 0 0 18 100 100 100 

Accuracy = 93.88% 
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Table 3. Scenario 2 evaluation  

Predicted 
TP FP FN TN 

Precision 

(%) 

Recall 

(%) 

F-Score 

(%) 

A
ct

u
a

l 

Class Car Motorcycle Person Pothole 

Car 7 0 0 0 7 0 0 11 100 100 100 

Motorcycle 0 3 1 0 3 0 1 14 100 75 85.71 

Person 0 0 3 0 3 1 0 14 75 100 85.71 

Pothole 0 0 0 4 4 0 0 14 100 100 100 

Accuracy = 97.22% 
 

Table 4. Scenario 3 evaluation 

Predicted 
TP FP FN TN 

Precision 

(%) 

Recall 

(%) 

F-Score 

(%) 

A
ct

u
a

l 

Class Car Motorcycle Person Pothole 

Car 6 0 0 0 6 0 0 6 100 100 100 

Motorcycle 0 2 1 0 2 0 1 9 100 66.67 80 

Person 0 0 1 0 1 1 0 10 50 100 66.67 

Pothole 0 0 0 2 2 0 0 10 100 100 100 

Accuracy = 95.83% 
 

Table 5. Scenario 4 evaluation  

Predicted 
TP FP FN TN 

Precision 

(%) 

Recall 

(%) 

F-Score 

(%) 

A
ct

u
a

l 

Class Car Motorcycle Person Pothole 

Car 5 0 0 0 5 0 0 4 100 100 100 

Motorcycle 0 1 1 0 1 0 1 7 100 50 66.67 

Person 0 0 1 0 1 1 0 7 50 100 66.67 

Pothole 0 0 0 1 1 0 0 8 100 100 100 

Accuracy = 94.44% 

Scenario 1 shows that for car, motorcycle, person, 

and pothole, there are 8, 3, 5, and 6 correct predictions, 

respectively. There are 2 detection errors in the motorcycle 

class, where they are classified as a person. Motorcycles and 

persons obtain f1-score values of 66.67% and 76.92%, 

respectively, while car and pothole objects obtain 100.00% 

accuracy. The total accuracy is 93.88%. 

4.2. Scenario 2 

The second scenario tests the system performance at a 

10km/hour speed with a distance of 20 meters. Table 3 shows 

the confusion matrix and the results of testing scenario 2. 

Scenario 2 shows 7, 3, 3, and 4 true positive predictions for 

car, motorcycle, person, and pothole class, respectively. In 

this scenario, there is one error detection where the 

motorcycle is classified as a person. The motorcycle and 

person classes have an f1-score of 85.71%, while the car and 

pothole classes have an f1-score of 100.00%. The total 

accuracy is 97.22%. 

4.3. Scenario 3 

The third scenario tests the system performance at a 

10km/hour speed with a distance of 30 meters. Table 4 shows 

the confusion matrix and the results of testing scenario 3. 

Scenario 3 shows that for car, motorcycle, person, and 

pothole, there are 6, 2, 1, and 2 correct predictions, 

respectively. There is one detection error for the motorcycle 

object, where the motorcycle is classified as a person. The 

motorcycle and person objects have f1-score values of 

80.00% and 66.67%, respectively, while the car and pothole 

objects have 100.00% f1-score values. The overall accuracy 

is 95.83%. 

4.4. Scenario 4 

The first scenario tests the system performance at a 

10km/hour speed with a distance of 40 meters. Table 5 shows 

the confusion matrix and the results of testing scenario 4. 

Scenario 4 shows that the system made 5 correct predictions 

for cars and 1 for motorcycles, persons, and potholes. There 

is one detection error for the motorcycle object, where the 

motorcycle is classified as a person. The motorcycle and 

person objects have f1-score values of 66.67%, while the car 

and pothole objects have 100% f1-score values. The overall 

accuracy is 94.44%. 

From the results, the highest performance was obtained 

when the object was 20 meters distance from the camera. This 

opens room to improve system accuracy related to object 

distance. Furthermore, the results show that cars and potholes 

were classified successfully from any distance. 

However, motorcycles often got misclassified as people. 

This error occurred because the two objects have some 

similar features. The motorcycle dataset contained some 

images of people riding motorcycles; hence motorcycles are 

prone to misclassification. Figure 5 shows an example of 

incorrect classification. 
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Fig. 5 Example of system misclassification  

 

5. Conclusion 
This study aims to build an obstacle detection and 

classification system for autonomous driving technology 

development using the Single Shot Multibox Detector 

algorithm and mobilenet v2 architecture. The objects to 

detect and classify are cars, motorcycles, persons, and 

potholes. To find the best model for the dataset, it is necessary 

to specify the optimal parameters for model training. The 

experimental results showed that parameters num_steps = 

20000 and batch_size = 16 yielded the smallest loss value of 

0.2. 

In the testing stage, there were four scenarios with 

variations in car speed, each taken at a distance of 20 meters. 

The system obtained an accuracy of 93.88%, 97.22%, 

95.83%, and 94.44% at speeds of 10 km/h, 20 km/h hour, 30 

km/hour, and 40 km/hour, respectively. From the results, the 

highest performance was obtained when the object was 20 

meters distance from the camera. The results also show that 

cars and potholes were classified successfully from any 

distance, but motorcycles often got misclassified as people. 

This error occurred because the two objects have some 

similar features. The results show that the SSD algorithm can 

be appropriately implemented in detecting and classifying 

road obstacles in real time but still needs improvement related 

to detection distance.
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