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Abstract - During the last two decades, there has been a lot of interest in social network analysis. These networks are dynamic, 

with new links appearing and disappearing all the time. The challenge of suggesting future links from the current state of the 

network is recognized as link prediction. We calculate user similarity using information from nodes and edges. The more 

similar two users are, the more likely they will connect. In the domain of link prediction, similarity measures are quite essential. 

Many authors have suggested and analyzed numerous metrics, such as Jaccard, AA, and Katz, because of their simplicity and 

flexibility. In this work, we extend a new parameterized approach [21] to enhance the AUC value of link prediction metrics by 

combining them with eigenvector centrality. This work proposes to enhance local similarity metrics due to their interpretability 

and low complexity. Experiments reveal that the suggested technique outperforms the state-of-the-art metrics in terms of AUC, 

and it also outperforms the LSBC metric in terms of time. In addition to that, we have used machine learning algorithms to 

solve the link prediction problem as a classification task. 

Keywords - Social network analysis, Link prediction, Similarity measures, Machine learning, Eigenvector centrality. 

1. Introduction  
Connecting people is the primary cause for using social 

networks (SN) around the world; we study those networks in 

social network analysis (SNA), where scientist tries to 

discover the communities [22, 26] and influential nodes 

[23,24] on the networks. In social network analysis, the 

networks are described by graphs G (V, E), where V are 

nodes in the graphs; they may represent actors, proteins, or 

universities. E is the set of edges or connections between the 

nodes.  

 

One of the most crucial aspects of a social network is its 

expansion. This augmentation can be observed from two 

unique perspectives: The first is the number of new nodes 

joining the network, and the second is the development of 

links or edges between users. This latter is explored in the 

link prediction. Link prediction has attracted substantial 

interest in the recent five years because of its application in 

numerous fields, such as spam E-mail detection [28], disease 

prediction [29], and system recommendations [27]. To 

completely understand and describe a social network where 

individuals are treated as nodes and interactions between 

them are represented by edges, SNA leverages methods from 

graph theory. 

Link prediction is known to be one of the most important 

tasks of SNA, in which the researchers try to infer the 

outcoming links from the actual state of the network. We can 

define link prediction as follows: from the actual state of 

network G (V, E) at time t, could we estimate the forthcoming 

associations that will show up in time t+1? Where G (V, E2) 

is the network at time t+1, notice that the set of nodes remains 

the same, but the set of edges E becomes E2 where new edges 

are added because of that |E|<|E2|. 

 

Previous works [30,31,32] have classified the link 

prediction solution into three main categories: maximum 

likelihood methods, probabilistic methods, and similarity-

based metrics. Maximum likelihood methods are statistical 

methods that estimate the parameters of a model that best fit 

the observed data. In link prediction, a common maximum 

likelihood method is to estimate the probability of a link 

between two nodes in a network based on the observed links 

and use that probability to predict future links. 

 

On the other hand, probabilistic methods are a class of 

methods that use probability distributions to model the data. 

A popular probabilistic method used in link prediction is the 

stochastic block model, which models the network as a 

probability distribution over blocks of nodes and links 

https://www.internationaljournalssrg.org/
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between blocks. Unfortunately, those two methods cannot 

deal with large graphs. For that reason, we use local 

similarity-based metrics.  

 

The developers of [33] investigate link prediction as a 

supervised learning task. Along the way, they discover a set 

of characteristics that are critical to performance in the 

supervised learning scenario. The identified qualities are 

simple to compute while also being quite successful in 

tackling the link prediction issue. They also explain why the 

qualities in their class density distribution are useful. 

 

Then, using a 5-fold cross-validation, they compare 

numerous classes of supervised learning algorithms in terms 

of prediction performance using various performance metrics 

such as accuracy, precision-recall, F-values, squared error, 

and so on. 

 

In [34], the authors have proposed two similarity metrics. 

The first one is based on combining the Preferential 

Attachment index and the Adamic-Adar index using a 

weighted combination. The second contribution uses the 

Infomap algorithm to detect the communities; that 

information has been used to enhance the AUC. 

 

The authors of [35] presented \textbf{Common 

Neighbor and Centrality based Parameterized Algorithm], 

which is based on two key characteristics of nodes, namely 

the number of shared neighbors and their centrality. The 

common neighbors between two nodes are referred to as 

shared neighbors. A node’s importance in a network is 

referred to as its centrality. 

 

The major drawback of the previously introduced 

metrics is the high complexity and the time needed to classify 

the links; for those reasons, metrics still need to enable state-

of-the-art users to enhance their results in a fair amount of 

time. To this end, we have extended the LSBC metrics [21] 

(we have focused on the best three metrics, JA, AA, and RA-

based metrics); since the betweenness is very time-

consuming, we have used the eigenvector centrality of the 

source and destination nodes.  

 

From the above, we can conclude that most methods 

developed in state of the art are not parametrized (like CN, 

Jaccard …); as a result that they can not suit all the complex 

networks. Our metric rely on the use of an eigenvector that 

has low complexity (we have used the Maximum number of 

iterations in power method 50); this has reduced the 

execution time to about half and provides the same 

correctness in term of AUC. 

 

This paper is organized as follows: in section 2, we shed 

light on the link prediction metrics from state of the art, and 

then, we propose the LSEV variations of AA, JA, and RA. In 

section 3, we introduce the evaluation criterion AUC and the 

datasets used to examine the validity of the proposed 

enhancement. Then, we study the impact of the parameter 

\alpha on the results and compare the performance of the 

state-of-the-art metrics against the proposed LSEV 

variations. Finally, we have compared LSBC, LSEV, and 

local metrics regarding time. 
 

2. Methods 
2.1. Overview of Link Prediction 

In this section, we introduce the most used state-of-the-

art link prediction algorithms. Those algorithms are also used 

for comparison against the performance of our proposed 

metric. Through this paper, we use the following definitions: 

G (V, E) is a graph where V is a finite set of vertices/nodes. 

Those nodes could represent persons, football teams etc. E is 

a finite set of edges or links. We use e(x,y) to refer to the link 

between nodes x and y, \Gamma(x)  is the set of neighbors of 

x. |\Gamma(x)| is the degree of node x (how many neighbors 

the node x has). Graph G can be directed where every link 

has a specific direction or undirected where edges have no 

direction; also, it can be weighted where each edge has 

weight or unweighted where all edges have no weights. In 

this work, we consider only simple graphs (graphs that are 

not directed or weighted; also, self-loops are not considered). 
 

Link prediction metrics are categorized into three main 

categories: 

Local measures rely exclusively on neighbor 

information, such as the common neighbor and the Jaccard 

coefficient. Semi-local measures that use local paths, such as 

the Local path metric. The final category is global metrics, 

which, like Katz, take into account all pathways. One of the 

biggest disadvantages of using semi-local or global 

techniques is the constantly increasing computational time. 

As a result, we will concentrate on local metrics in the 

following section. 
 

Previous research has only concentrated on developing 

new metrics for datasets and attempting to achieve high AUC 

values; however, few researchers have addressed the topic of 

improving link prediction metrics. Several ways have been 

proposed to address the link prediction problem. The authors 

of [1] developed a preferential attachment in which the score 

is determined by the degree of both nodes. The higher the 

degree of both nodes, the higher the score. The following is 

how PA is defined: 
 

PA(x, y) =  |Γ(x)| ∗  |Γ(y)| 
 

The authors in [2] have introduced common neighbor as 

follows: 

𝐶𝑁(𝑥, 𝑦) = |Γ(𝑥) ∪ Γ(𝑦)| 
 

The score represents the number of shared neighbors; if 

both nodes share many neighbors, the probability that they 

are acquaintances is high use. 
 

The authors in [3] have proposed the ed Jaccard index, a 

normalized version of the common neighbors’ index. The 
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Jaccard coefficient is defined as the probability of selection 

of a common neighbor considering all paths of the neighbors 

of either vertex. 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑥, 𝑦) =
|Γ(𝑥) ∩ Γ(𝑦)|

|Γ(𝑥) ∪ Γ(𝑦)|
 

 

Other variations of common neighbor are: 

𝐴𝐴(𝑥, 𝑦) = ∑
1

𝑙𝑜𝑔|Γ(𝑧)|
|𝑧∈Γ(𝑥)∩Γ(𝑦)|

 

 

This metric was proposed to calculate the similarity 

between two web pages, but after has been used by Liben 

Nowell in the link prediction field. 

 

Hub Promoted Index (HPI) metric was proposed for 

metabolic networks where the authors in [5]. HPI is defined 

as follows: 

Hub 𝑝𝑟𝑜𝑚𝑜𝑡𝑒𝑑(𝑥, 𝑦)  =  
|Γ(𝑥)  ∩ Γ(𝑦)|

𝑚𝑖𝑛(|Γ(𝑥)|, |Γ(𝑦)|)
 

 

Note that HPI promotes the formation of links between 

hub nodes (nodes with a number of links that greatly exceed 

the average). 

 

Hub Depressed Index [5] follows the same principle as 

HPI but has the opposite aim because it promotes link 

formation between hubs and low-degree nodes. It is defined 

as follows: 

𝐻𝑢𝑏 𝑑𝑒𝑝𝑟𝑒𝑠𝑠𝑒𝑑(𝑥, 𝑦)  =  
|Γ(𝑥)  ∩ Γ(𝑦)|

𝑚𝑎𝑥(|Γ(𝑥)|, |Γ(𝑦)|)
 

 

In the Leicht-Holme-Newman index (LHN) [6], the 

authors assume that two nodes are similar if their 

corresponding neighbors are similar. 

 

𝐿𝐻𝑁(𝑥, 𝑦) =
|Γ(𝑥) ∩ Γ(𝑦)|

|Γ(𝑥)|. |Γ(𝑦)|
 

 

Sorensen index [8] is defined as the number of vertices 

adjacent to both nodes normalized by the sum of the degrees 

of both nodes: 

𝑆𝑜𝑟𝑒𝑛𝑠𝑒𝑛(𝑥, 𝑦) =
2. |Γ(𝑥) ∩ Γ(𝑦)|

|Γ(𝑥)| + |Γ(𝑦)|
 

 

Salton index [7] is like the Sorensen index described 

above; it is a normalization of common neighbors. They 

define Salton as: 

𝑆𝑎𝑙𝑡𝑜𝑛(𝑥, 𝑦) =
|Γ(𝑥) ∩ Γ(𝑦)|

√|Γ(𝑥)|. |Γ(𝑦)|
 

 

In the Resource Allocation index (RA) [9], the authors 

assume that nodes with a higher degree are meaningless 

compared to low-degree nodes. The basic idea behind RA is 

that a node shares equally a resource unit between all its 

neighbors; because of that, the high-degree nodes share less 

resources than low-degree nodes. 
 

𝑅𝐴(𝑥, 𝑦) = ∑
1

|Γ(𝑧)|
𝑧∈Γ(𝑥)∩Γ(𝑦)

 

2.2. The Proposed Metric 

In this article, we enhance a novel metric [21] to 

calculate the connectedness or similarity of two nodes. 

Consider x and y as two nodes on graph G; S (x, y) computes 

the similarity between x and y. The likelihood that x and y 

will be connected in the future is determined by the amount 

of power each of these nodes has over the network at time t. 

 

The suggested measure is based on local similarity 

measures, which are very simple to calculate and may be 

applied to large-scale networks; however, they do not 

guarantee the same precision and accuracy for each network. 

 

Indeed, several studies have demonstrated that using 

extra attributes such as community information and node 

information improves their effectiveness. As a consequence, 

we can develop a measure that can deal with large-scale 

networks and produce more accurate findings in a fair amount 

of time. 

 

For these factors, many works have proposed to use the 

centrality of nodes, such as [21], where the authors added the 

Mean Received Resources in the first work. The Betweenness 

centrality of the source and destination nodes in the second 

work, both of which have improved the accuracy of the 

results but are time-consuming. 

 

Those works rely on the following idea: If both nodes 

have several pieces of information, they are more likely to be 

linked to increase their amount of data, in other words, to 

have more control over the network. In our work, we have 

used the eigenvector centrality of the source and destination 

node combined with the local similarity measures to enhance 

the accuracy because the MRR and Betweenness centrality 

has a big complexity. Furthermore, we have focused on RA, 

AA, and Jaccard metrics that provide the best accuracy in 

almost all networks. 

 

𝐿𝑆𝐸𝑉𝐴𝐴(𝑥, 𝑦) = α × 𝐴𝐴(𝑥, 𝑦)1−α

+ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑒(𝑥) + 𝑒(𝑦)) 

𝐿𝑆𝐸𝑉𝐽𝐴(𝑥, 𝑦) = α × 𝐽𝐴(𝑥, 𝑦)1−α + 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑒(𝑥) + 𝑒(𝑦)) 

𝐿𝑆𝐸𝑉𝑅𝐴(𝑥, 𝑦) = α × 𝑅𝐴(𝑥, 𝑦)1−α

+ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑒(𝑥) + 𝑒(𝑦)) 

Note that in order to speed up the time execution, we 

have used the Numpy library [36]. 

 
2.3. Results 

In this section, we will introduce the evaluation criterion 

AUC, and then we will introduce the datasets used to test the 

validity of our proposed metric. Then we studied the effect of 
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alpha on the results by tuning different values of α  ∈  [0,1], 
after that, we compared the original metric and the enhanced 

metrics of AA, RA, and Jaccard. We have also compared the 

performance of all metrics on all the datasets. Finally, we 

have studied the time complexity. 

 

2.4. Evaluation Metric AUC 

Let G(V, E) be a simple network ( Note that loops and 

multi-edges are not authorized); we divide our graph into 

𝐺𝑡𝑟𝑎𝑖𝑛(𝑉, 𝐸𝑡𝑟𝑎𝑖𝑛) and Gtest(V, Etest) Note that the train set 

comprises 90% of the interactions, and the test set includes 

10% of the vertices. 

𝐸𝑡𝑒𝑠𝑡 ∪ 𝐸𝑡𝑟𝑎𝑖𝑛 = 𝐸 

𝐸𝑡𝑒𝑠𝑡 ∩ 𝐸𝑡𝑟𝑎𝑖𝑛 = ∅ 

 

We utilized AUC to measure the performance of all 

metrics; AUC is defined as the likelihood that a link picked 

at random from 𝐸𝑡𝑒𝑠𝑡  has a higher score than a link randomly 

chosen from �̅�: 

𝐴𝑈𝐶 =
𝑁′ + 0.5 × 𝑁′′

𝑁
 

• 𝑁′ is the number of times an edge from 𝐸𝑡𝑒𝑠𝑡  and 

an edge from �̅� have the same score. 

• 𝑁" is the number of times the edges from 𝐸𝑡𝑒𝑠𝑡   had 

a higher score than the edge from �̅�. 

• 𝑁 is the number of independent comparisons. 

 
2.5. Data Sets 

a) Les misirables [10]: an undirected network comprises 

co-occurances of actors in Victor Hugo's novel 'Les 

Misérables'. A node represents a character, and an edge 

between two nodes shows that these two characters took 

place in the same chapter of the book. The weight of each 

link reflects how often such a co-appearance occurs. 

b) USAir [13] is an airline network of the US where a node 

depicts an airport, and an edge describes the connectivity 

between two airports. 

c) This is the popular and widely utilized Zachary karate 

club network [11,14]. Wayne Zachary collected the data 

from members of a university karate club in 1977. Each 

node represents a club member, and each edge represents 

a tie between two club members. 

d) NetScience [16,17]: A graph of coauthorships among 

scientists who publish on the topic of network science. 

e)  C.elegans' neural network [14], in which an edge 

connects two neurons, whether they are connected by a 

synapse or a gap junction. 

f) A bottlenose dolphin social network [15]. The collection 

is made up of a series of linkages, each reflecting a 

common association between dolphins. 

g) This is the network of jazz musicians [12] who 

collaborate. Each node represents a Jazz performer, and 

an edge indicates that two musicians have collaborated 

in a band. 

 
In the table 1, N is the number of nodes in the graph, E 

is the number of edges, GCC is the global clustering 

coefficient [19,20], Diameter is the maximum eccentricity, 

and Global efficiency [18] of the graph. 

 
2.6. Results 

In this section, we will present the results of our 

proposed metric in the previous section and compare it with 

the previously introduced state-of-art metrics in section 2.  

 

Note that we use only simple graphs G (V, E) where no 

loops or multiple links are also allowed. The graphs are 

undirected and unweighted. The train set contains 90% of the 

links, and the remaining 10% represents the test set. 

 

Table 2 shows the performance of the enhanced versions of 

algorithms AA, RA and JA using different values of α in the 

range [0,1]. Note that when α = 0 and α = 1, the score is 

obtained using eigenvector centrality.

Table 1. Datasets features 

 N E GCC Average degree Diameter Global efficiency 

Les miserables 77 253 0,559 3,285 5 0,434 

Network Science 1461 2742 0,694 1,877 Not connected 0,016 

USAir97 332 2126 0,625 6,404 6 0,406 

Macaque 242 3054 0,45 12,62 4 0,5 

Karate 34 78 0,571 2,294 5 0,492 

C-elegans 131 687 0,245 5,244 6 0,449 

dolphins 62 159 0,259 2,565 8 0,379 

jazz 198 2742 0,617 13,848 6 0,513 
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Table 2. Performance of algorithms using different values of 𝜶 
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We can notice from Table 2 that when the scores are 

received using eigenvector centrality (α = 0 or α = 1), the 

AUC is superior to 0.5 the uses of the importance of the nodes 

have an acceptable performance. For values between ]0,1[ 
we can notice that the shape of the curve increases to a 

maximal value, for instance,  the 𝑏𝑒𝑠𝑡α for the improved 

version of Adamic/Adar in the dataset Jazz, 0.6; for the 

dataset Dolphins is 0.7; for the rest of the datasets, the 𝑏𝑒𝑠𝑡α 

is between [0.4,0.8]. For the improved version of Jaccard, the 

𝑏𝑒𝑠𝑡𝛼 of Jazz is 0.9, for the dataset Dolphins, it is 0.7, and 

for the rest of the datasets, the 𝑏𝑒𝑠𝑡α is between [0.3,0.9], the 

same conclusion is applied to the improved version of RA.  

To sum up, to get the 𝑏𝑒𝑠𝑡α  user or system can use only 

values between [0.4,0.9] since the precision decrease for 𝛼 =
0 𝑎𝑛𝑑 𝛼 = 1 and also values of α ∈ [0.1,0.4[ have a very 

small AUC compared to the maximum value of AUC. 

From Table 4, we can conclude that the best three 

performing algorithms are PSI AA, PSI RA, and PSI Jaccard 

in all the datasets. These results offer a piece of powerful 

evidence that the proposed combination enhances the 

accuracy of metrics in general and the three metrics used in 

this study. 

 

In order to compare the general performance of every 

algorithm in all datasets, we calculate the meaning of AUC. 

From  3, we can conclude that the performance of the 

improved version of RA, AA, and JA offers the best 

performance in all datasets, with AUC around 90%. The 

original version has an AUC of around 83%; because of that, 

the proposed metrics have improved the accuracy by 7%. The 

worst-performing algorithms are PA and Katz, respectively, 

with 70% and 60% performance. 

 
Table 3. Results of original algorithms and the improved version of AA, RA and Jaccard 

 Jazz Dolphins C-elegans Karate Macaque USAir97 Netscience Les  miserables 

AA 0,962 0,78 0,782 0,643 0,897 0,931 0,933 0,928 

JC 0,956 0,79 0,775 0,5 0,883 0,892 0,932 0,858 

PA 0,77 0,613 0,615 0,729 0,772 0,862 0,618 0,774 

HD 0,947 0,79 0,779 0,5 0,869 0,882 0,932 0,866 

HP 0,948 0,79 0,758 0,621 0,855 0,867 0,933 0,832 

LHN 0,904 0,8 0,76 0,471 0,797 0,776 0,932 0,8 

PD 0,956 0,787 0,78 0,557 0,893 0,923 0,933 0,898 

RA 0,97 0,787 0,779 0,657 0,899 0,939 0,933 0,928 

CN 0,954 0,783 0,777 0,629 0,891 0,922 0,933 0,904 

SA 0,963 0,783 0,77 0,514 0,887 0,9 0,932 0,87 

SO 0,956 0,79 0,775 0,5 0,883 0,892 0,932 0,858 

Katz 0,51 0,46 0,523 0,714 0,628 0,571 0,671 0,822 

PSI AA 0,968 0,867 0,819 0,871 0,909 0,959 0,947 0,936 

PSI RA 0,973 0,867 0,822 0,857 0,915 0,964 0,945 0,928 

PSI Jaccard 0,968 0,853 0,812 0,829 0,906 0,939 0,941 0,908 

Fig. 1 The performance of every algorithm on all datasets 

 

Next, we have calculated the time needed to experiment 

with different datasets. Results of Table 4 shows that the 

datasets network science, macaque, and jazz are the most 

time-consuming due to their size. In addition to that, for the 

dataset C-elegans, we can notice that the time needed in order 

to conduct the experiment is very high using the original 

LSBC; it takes about the double of time needed using our 

metric, also the time of local similarity metrics is very slow, 

but their performance is very low. To sum up, the proposed 

metric came as a trade-off between LSBC and local metrics; 

it enhances the performance of local metrics and is not time-

consuming as the betweenness centrality. 
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Table 4. Comparison between LSBC, LSEV, and local metrics in terms of time 
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3. Link Prediction using Machine Learning 
In this section, we will solve the link prediction problem 

as a classification task using machine learning algorithms. 

 
3.1. Methodology  

To evaluate the effectiveness of the suggested measure 

when modeling the link prediction as a classification 

problem, we utilize the classification accuracy:  

 

𝒂𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒄𝒐𝒓𝒓𝒆𝒄𝒕 𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏𝒔

𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏𝒔 𝒎𝒂𝒅𝒆
 

 
Consider an undirected and unweighted graph G (V, E). 

To transform the link prediction issue into a binary 

classification task, we construct two sub-sets: 

The first one contains the edges of E; the second one has 

randomly chosen edges from [E]. Then, we assign a zero to 

the edges from [E] and 1 to those of E. We divided them into 

a test set as well as a training set in which the test size=10%. 

Then, we train our classification algorithms on the training 

set and predict the test set. 

 

3.2. Decision Tree and Neural Network Results 

From Table 5, we can conclude that the best-performing 

algorithm for the Jazz dataset is the neural network using our 

metrics as additional parameters. These results are still valid 

for dolphins, c-elegans, and the rest of the datasets. 

 

3.3. KNN Results 

Table 6 shows that using our algorithm as an additional 

parameter enhances the results' precision and makes higher 

accuracy. We can conclude that the results of KNN for the 

Dolphins, the dataset is higher when considering 4 neighbors; 

for the jazz dataset, the best performance is using 8 

neighbors. Overall, the performance of the KNN using our 

metrics is higher in most datasets. 

 
 

Table 5. Decision tree and neural network results 

 Jazz Dolphins C-elegans Karate Macaque Usair 
Network  

science 

Les  

Miserables 

decision tree using  

our algorithms 
0,893 0,703 0,735 0,781 0,794 0,898 0,96 0,941 

decision tree without  

our algorithms 
0,899 0,688 0,716 0,656 0,795 0,901 0,949 0,902 

neural network using  

our algorithms 
0,92 0,844 0,753 0,875 0,841 0,915 0,963 0,873 

neural network without  

using our algorithms 
0,921 0,874 0,749 0,875 0,84 0,908 0,963 0,863 
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Table 6. The results of the KNN algorithm
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3.4. Feature of Importance 

From Table 7, we can conclude that the improved 

version of Adamic/Adar Resource allocation and Jaccard has 

the heaviest weight in the decision-making according to the 

Random Forest algorithm. Besides, we have applied the 

random forest algorithm to classify the links; from Table 8, 

we can conclude that the improved version of Adamic/Adar 

Resource allocation and Jaccard have a positive impact on the 

accuracy of the algorithm Random Forest; whenever we add 

our metrics as additional parameters, the accuracy increases. 

 
Table 7. The importance of features using the Random Forest 

algorithm 
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Table 8. The results of the Random Forest algorithm 
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Table 9. The results of Logistic regression results
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3.5. Logistic Regression Results 

From Table 9, we can conclude that using the improved 

versions of Adamic/Adar Ressource allocation and Jaccard 

has increased the accuracy of the Logistic regression results. 

According to the results, we can deduce that for the dolphins 

dataset, all the values of C provides high accuracy. The same 

conclusion could be drawn for Jazz, Karate, Network Science 

and USAir. 

 

4. Conclusion  
 This work proposes an upgrade of the proposed metric in 

LSBC metric. We built the proposed metric on the eigenvector 

centrality of the node and a state-of-the-art local likeness 

measure (LM). The proposed metric was used to enhance the 

performance of Jaccard, Adamic/Adar, and Resource 

allocation. We examined the performance of the proposed 

metric using the AUC value on real-world datasets from 

diverse fields and compared its results with the current 

metrics. The finding of this study reveals that the proposed 

metric has outstanding performance over the local similarity 

metrics in all networks. It captures the interactions between 

unrelated nodes, even if they do not have shared neighbours. 
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