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Abstract- Theproblem of movig object data modelling secured a great deal of attention due to the wide acceptance of context
based computing frameworks and related applications. This digital revolution has geared momespatiotemporal data

mining and continuous queprocessing researclefficient approaches in representation, storage, processing and querying of
spatiotemporal trajectoryare the need of time for providing cesffective solutions to many problenmespecially in
transportation systems. The mobility @atequires additional considerations in storage and processing due to its dynamic
nature. Besides the explicit geographical and temporal data, the trajectory of a moving object contains crucial information
about the object's movement and behavitrese samantic features are the factors that connect the meaning and objective of
the move. The findings arrived at based on explicit data can give better insights into the moving entity. Aggregattogr is anot
effective approach to make use of in this scenariorder to get the collective behaviour of moving objects or the region of
travel. In this paper, we propose methods for the convenient representation and effective processing of moving entities. The
moving object aggregate queries are grouped into twessea static spatiotemporal aggregate query and continuous
spatiotemporal aggregate quemdere, we utilize the semantimsed load shedding over the moving object clusters to reduce
the computational overhea&hared clustebased execution is incorporatddr the effective computation of moving object
aggregate queries. Different data structures for representing moving object clusters are also introduced in this paper. Var
evaluations are provided to showcase the effectiveness of the approach

Keywads - Data load shedding, Movingbject queries, Semantiprocessing, Spatieemporalknowledgedata extraction,
Trajectoryprocessing

1. Introduction

The world is witnessing aincreased diffusion of context itineraries, identify popular destinations based on user
sensing devices, making continuous monitoring of objectgriority, and suggest trendy travel sequences. Patient path
along their travel paths a prerequisite for spatiotemporaracing is another relevant area that provides scope for various
knowledge extraction. Moving object data analysis hasnitigation strategie§l] Spatig temporal analysis also finds
diverse applicationscreatinga wider perspective onability applications in many arsgsuch as intelligent manufacturing
research problems. LocatiBased Services (LBS) offer and animal migration analysis etc.
several interesting and challenging application areas, such as
the locationbased administration of products, services,  The moving objects generate a continuous stream of data
devices, and people, which are major drivers efammerce  making it difficult for a traditional database to process. Heavy
(mobile commere). For example, analyzing the travel computational resources are required to process the
patterns of different categories of vehicles over avoluminousand highvelocity mobility data. Meanwhile, it is
transportation network can provide insights into potentiakvident that in order to get the abstract idea of moving objects,
bottlenecks, alternative route suggestions, and theomplete details of them are not required. the
identification of emergency evacuation routes. Inftekel of  spatiotemporal environment, processingdividual tuples is
tourism, spatiotemporal analysis can be used to prepare travest feasible to retrieve theggregate values fohe following
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reasons[2]. First, personal attributes (nsgration no. of methods of spatiotemporal aggregation can be
vehicle, personal id etc.) are not tracked due to the policies abmputationally intensive, as they require significant
privacy protection standards. Second, individual records magomputational resources to obtain meaningful results using
notalways be availablwhile following the data. Third, traces conventional database operati¢2k

are generated more frequently according to #pacity of the

sensors. Hence storage of all individual records is not feasible. Our aim is to process the moving object query by
For example, to analyse the vehicular density in a populd€ducing the communication overhead without compromising
area, the nospatial attributes of individual vehicles accuracyThe paper [5] introduces a method to identify vital
(registration number, colour etc.) arirelevant. The locations using semantic constraintdere, the query is
straightforward technique for the data analysis of movingxecuted ovethose selected areas, called semantic regions.
Objects is the periodica| C|ustering of Spetéqnpora| To achieve thl,Sthe authors dlStlngUlSh the set of aggregate
variables. While adopting clustering in this context, manydueries applied to moving objects into two classes Static
additional measuresustbe taken. The selection of clustering Spatio temporal Aggregate Queries (SAQ) and Continuous
intervals is craial. If the interval is short, the process becomesSpatio temporal Aggregate Quesi¢CAQ). The former
expensive and turns down the advantage of periodicgategory is analogous to traditional quempich executes the

clustering. For long period intervals, the chances are there féiuery and gets the result, whergaghe latterthe evaluation
the loss of vital informatio). of queries is continuous until a spatemporal limit is

reached. The scope of CAQ is limited by two paegers such

The blooming of cotext-aware systems has led to the as time period and distance.
introduction of mobile database systems, which pavepath | . | . . h N
for mobile query processing. With reference to the context, . '" 2 continuously moving environment, the optimization
queries can be either data queries or locaiased querids]. of query execution is crucial. This is especially important

If the query result is evaluated only once, such queries ay&het_n ta Iargelr(;umb_er :)tfm(;uerlez ?hret targ_eted at _the same
termed static queries. However, if the results are evaluat atiotemporal domain. Served that moving queries can

until a termination condition is reached, they are referred to c generateq f.“’”’! any pointin a travgl network. Many of the
continuous queriesThe termination can be any spatial Orcomplex opt_|m|zat|on techmq_ue_s published suggestﬂworks on
temporal consgint in a mobile environnmg. Continuous subexpression Iev_el for ach|_evmg_ bletter _result£6]| [3].
gueries have created a wider perspeativenobility research These works exploit the moving miettustering method for

problemsFor example, consider a practical scenario a persofianaging objects and queries. The proposed algorithm

in a moving car issues a query seeking police assistance, ..Gitgr:gr)erate? Isepzr?te clustle_rst of Tﬁvmg _quelrlets arl]cc_ordmg to
the details of police vanthat are moving towards the outer |1€'" SPatial and temporal INteresAiso, simple techniques

fing road, updated every 10 minutes.” In this case, both tH&€ adopted to groupggregate queries applied on similar

source and destination entities are moving in a specifiegPatiotemporal regions.
d i r e raisq, after ésuing the queriy has to be evaluated
periodically with respect to chang spatial and temporal
contexts. Particularly, moving object queries are SGKe
queries required to fulfil spatiemporal attributes.
Successive processing of all records to answer sfetiporal
gueries are expensive and unproductive. According ¢o th

To implement the proposed modet&o paradigms of
data mining are utilized. They are semantic load shedding and
shared clustebased execution. The conceptadid shedding
has been studied idifferent contextssuch as networking,
data stream management et§10]i[12]. It is the

relinquishment of a fragment of raw data while processing the

mode of mob|!|ty, amoving ObJ?Ct query can be in any of th%ueries. There are algorithms to determine what point of data
three scenarios moving queries on stationery objects, ;) |74 shedding at each point to ued the degree of

statipnery queries on moving o_bjects and moving queries 0ﬂaccuracy in the query output. For the purpose of this
moving ObJeCtS.‘ While processing eaqhery. cgtegty, ON€ " framework, the concept of semantic load shedding is used
needs to consider the mobility characteristics of dlfferengIong with shared clustdrased executior number of load

environmentsthe object in motion and thgueried domain shedding procedures are employed in data stream
We find inspiration from the SCUBA method suggested bymanagement system with minimum loss in result

Nehme eal. in [4] for managing moving object queries. accuracy13]. According to various literatuf@4], [15], state
of-the-art loadshedding procedures are classified into random
. : °0 had shedding and semantic load shedding. In SCUBA,
spatiotemporal datalt aims to represent the collective approximation of different object locations imace by

behavior of a group while preserving individual rationality. semantic load shedding by avoiding less important data. It

Aggregate guenes are useful in uncovering COmmorl‘@eps track of the relative positions ofedis in an area and
behaviors of moving objects, and their applications can b

found i . field h . K desi f6 stored as a cluster nucleus. Based on the accuracy
ound in various fields such as transportati@work design, requirementsSCUBA adopts three ways of load shedding
tourism management, battlefield configuration, traffic control

L S full, partial,and no load shedding.
systems and logisticsmanagement However, traditional

Aggregation is a useful concept that can be applied t
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Shared clustebased execution is the concurrentfuture spatial and temporal scope. Objects msétlusters
execution of continuous spatiemporalqueries. This concept may split or merge during the course.
has been adopted in many query execution models developed
for diverse environment§l6]i[18].  Similar queries are Moving object clustering needs extemal approaches
grouped togetheinto the same data structure to achievedue to its kinetic characteristic. One challenge is the difficulty
scalability. In the proposed model, query optimization isin organising twedimensional geographical information
achieved by combining queries of similar spadmporal and along with the temporal domain. Incremental clustering is a
semantic domain environments. Whiteny ongoing research well-known solution in this regard, according to which
efforts focus on extracting knowledgeofn mobility data, locations are clustered only upon the updation from different
integrating query processing with semantic features is amoving objects. This avoids the-ctustering of the entire
relatively underexplored area. To address this research gagpacetime components at every time unit. Incremental
we propose an effective quepyocessing approach for spatio clustering desists the necessity of storing all location updates
temporal data using the SemTraClus md8glas a baseline that in successen, reduces storage requiremgnSeveral
for our work. To the best of our knowledge, no existing workconstraints arise at this stage, particularly with thuster's
has incorporated semantic load shedding for processingentroid speed of movementand termination condition
moving object queries. We conducted experiments using bottiteratures have suggested various ideas to decipher these
real and simulated datasets to achieve the followingurbs.

objectives.

1 Define different classes of spatiemporal aggregate In a studyJidong Cheretal. [19] argue thaunlike the
gueries and provide data representations for each. methodologies implemented over a static environment,

f Proposes data structure for the representation of objeggditional measures are to be taken to unveil hidden patterns
representation in different clusters. in the mobility data. This methochamed moving micro

1 Treat moving objects and queries as a single unit bglustersis an extension of micro clustering. Here objects so
implementing a shared clustbased execution. close togetheare clusteredand the group of objects that are

1 Implement Semantibased load shedding for leveraging currently not together bilikely to move together in thieiture
computational overhead. are also considered. Thubject's profileis definedby time,

1 Implementation of clustebased algorithms to answer position and velocity. The #leans clustering is adopted here

static and continuous spatiemporal aggregate queries 25 objects withsimilar profile form clusters. It has a
in an efficient manner. predefined velocityif some variations above a threshold are

{ Evaluate the model using refihe data set to defined, the current profile needs to be updated. One of the
demonstrate thalgorithm's efficiency additional features of this method is the management of split
: eventsfor the threshold valuesf a bounding rectangle.

The rest of the paper is organized as follows: In section 2
we narrate some of the relevant works in the related area
section 3 basic concepts are briefefectbn 4 explains the
methodology of prosed worksection 5 givesa detailed
evaluation of various scenarios. In sectionvé conclude the
topic by providing certain future directions.

The framework proposed by R.V Nehme ef{4], called
SCUBA, suggests the idea of grouping moving objects and
queries in a single unit according to its spatiatitemporal
features. SCUBA adopts lewaost moving micreclusters for
the evaluation of spatitemporal queries. The cluste
memberships of each object are updated incrementally for

every time unit. As the speed changes during the motion, the
2. Related Works ) ) ) . membership of individual objects in the cluster may vary. To
_The relevant works in continuous clustering of MoviNgyetain the performance while processing multiple objects,
entities and querying over spatiemporal data are examined gthors have praseda semantidoadshedding mechanism
hered clustering groups similar elements together. A set ofyhere the insignificant points are neglected. The innovative
objects that move near in space for a long time period can b&ncept in this model is the arrangement of various object
defined as moving ubters. Continuous clustering or yoyements and queries in a single cluster. This method does

incremental clustering is the clustering of elements in apo; account for the splitting of ming objects in different
interval of time or space. Continuous clustering, also known sters.

as incremental clustering, involves clustering elements in a

speci_fic interval of_time or space. Microlustering is a The same authors have put forward another proposal
densitybased algorithm used to obtain groups of strongly:gjieq ClusterShedd{20], a semantic loagheddingbased
correlated clases of objects.As a concrete idea [19], this coniinuous data processing approach. They have considered
method has been exploited in different data managemenfe application scenario of fleet monitoring and assume that
techniques like stream clustering. It is a temporal extension Qfapjcles move in convoys. In one approach, if the whereabouts
cluster features. Moving micro clusters denotes gsoo o yehicks (e.g. vehicles with perishables of high value) is
objects that are close not only to the current time but to thg,qwn a record of such object will keegnd that of low
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priority vehicle will be dropped at the time of load shedding.trajectories work on historical spatiemporal data and count
If such data is unavailable, vehicles exhibiting similarthe number of distinct trajectories intersecting the query area

movement patternwill be accountedor, and their features [37]. For exampl ds, of dofagners padsed d et
will be constituted to form clusters. through specific regiond or 01
|l ocation in a given periodo.

Another method19] proposes thelustering of moving . .
objects in spatial networks. This framewodalled CMON  2.2.ContinuousQueries _ .
performs periodical clustering of moving objects with These are issued once and evaluated incrementally until a

different criteria. In order to preserve the C|ust'ﬁrproposes termination critemnis reached. The termination is a Spatial or
a structure called cluster block throughout the sesdibe temporal threshold aa combination of both. The outcome of
CMON method productively supervises the split and merge dficremental execution of queriesthe same as the result of
cluster blocks. Intermediate destinations are kept in the trav&gditional user quéesafter each database update. But in the
path to manage the termination point. When the objects in tHérmer case the computaibnal expense is substantially
cluster block reach the destination, it departs from the clustégduced25].

block. In order to reduce the cost of splitting based on th
direction of movement and speed, the split scheme i§
managed. Whemeighbouring cluster blocks are moving

together with a minimum distance threshotdey merge |70 s .
together and that reduces clustenaintenance cost The PTGHoMX 8 & 1@ Q[26]. For example, a queryasissued

CMON framework does not manage queries on movin%y moving policg to get_the list of ambulgnceear it
objects. ifferent alternatives to this have later been introduced. One

continuous KNN query is a variatitatidentifies k interested
Jensen, C. S etl. [3] propose a strategy that is C‘,ﬂpamepoints along a trajectorj27]. For example, get the list of

of clustering moving objects in an incremental fashion. Th@Mpbulances near its location from a source point to the

key properties of mdng object clusters are set and updateddéstination point. Two, reverse KNNuery describes the

incrementally by maintaining a special data structure calleq?ding of the data objectsith the query object in the set of

the clustering featureCompared to the existing approaches,’ ﬁ'r k—neafrest nelghbours.d This is used to point out the
this methodautomatically detects cluster split events thatnfluénce of a query over a data[2e{.

Iellmlnate thetneefd to ma_lrlta(;n mTu?g boxes ;)f C'Lus_te(r; w![thd 2 4. AggregateQueries

arge amounts ot associated violation events. As indicated in Applied on a set of tuples and provide a single value that

the introduction micro clustering is a suitable data mining describes the nature of the selected group. The aggregation
strategy for moving objects. It indicates that a group OfObjeCtﬁmction we considered is SUM. MIN. MAX. AVG and
S0 close to each other probably belstg one cluster. COUNT. These fundamental queries are very useful and find
their applications in understdingthe general behaviour of a
data set. Our model focuses on the effective evaluation of

. ) ; . spatictemporal aggregate queries. Considering the final
assumingnew locations will not affect clusters distant from inference based on the two abstractions, the clusters and

th_e_ Incoming c_iata. It performs the operation in two phasg ggregate queries provide the general behavibar set of
Initially, the micro clustering phase generates representatives -

trajectory line segments by differentiating an incoming

trajectory from the extsg clusters. Similar micrelusters The discussion of constraint databases and constrained
are merged together in a periodical fashidhis helps to  queries is relevant here as well. These ideas are not new;
avoid the maintenance cost of unnecessary multrsters. recently, these concepts have been studied in the context of
Presented by Steven Young et f2], a fast and stable new application domains such as moving object data
incremental clustering algorithm enforces a minimummanagementA constraint database is an extension of the
memory requirement, utilizing t&inner Take All paradigm.  relational modelrepresentinga potentially infinite set of
This computational model is typically applied in neuralcontinuous data through finite combinations of polynomial
networks for competitive learning. A supplementary statisticabquality and inequality constraints[29]. Different
measure is taken to stabilize the parameters for the clusterigggssifications are possible while discussing queries in the

process. Based on the parameters used foregusnd outputs  mobile environmentelaborated in the coming section.
generated, queries are classified ititefollowing categories

[23].

3.K-NearestNeighbour Queries
Given a set of object locations L andgaery Q, a K
nearesheighbour query returns k closest locations

Li et al. [21] propose an incremental clustering
framework called TCMM for a continuously updating system

3. Basic Concepts
2.1.RangeQueries The term “"semantics" typically pertains to linguistic

These are basic operationstbatrajectory databasg3] ~ analysis and involves the study dhe meaning and
that retrieve records within a Specif'ﬁnge_ Range queries on Interpretation of words. However, in this context, Itis used to
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refer to the contextual information extracted from the A O QXODPBE@A O OOBADAGGE it OOO the
trajectories of moving objectswhich are referred to as domain value specifies values for a select andditional
"semantic properties." According to various applicationsclause in the quenand itis the unique identification value for
these features help us to arrive at many inferences about thach query. Here (x, y) is the spatial compopamd t is the
moving entity and moving path. Here the authors refer to theemporal component, whereits t < t:1. The triplet (x, y, t)
moving entities as moving objects and moving obfpieries. is termed a query feature. The parameter Atticifies values
Many works have beenpublished for the extraction of for select and conditional clausesd qtype specifies which
semantic location extractiofs], [30]i [32], whichall rely on  category the query belongs
applicationdependent parameters.
Figure 1 shows a model for the continuous clustering of

The proposed work exploits semantic features of movingnoving entities. The proposed approach employs the
clusters and moving queries. Fundamental concepts dBemTraClus method to identify clustecations for clustering
moving objects, trajectories, semantic properties , etcin different semantic locations. This allows for semantic load
explained in SemTraCluse applicable in this context as well. shedding using only the identified points of interest (POls) for
The aim of our proposed work is thanage moving object further processing rather than the entire records. Additionally,
queries efficiently Concepts such as continuous clusteringthe proposal incorporates a sharasstdrbased execution in

and semantic load shedding are discussed here. which objects and queries are grouped together in each time
slot. These two concepts are illustrated in the accompanying
3.1 Continuous Clustering of Moving Entities figure.

Continuous clustering or incremental clustering is the
grouping of moving objects with respect to the geographi®.2 Query Types

distance over a constrained pat¥e consider moving objects As mentioned, the proposed work focuses on spatio
and queries over a constrained pathhie proposed models  temporal aggregate queries. Two classes of spatiporal
moving entities. aggregate queries applicable to the moving objects are

identified: Static spatio temporal Aggregate Queries (SAQ)
A cluster at time slot tw is represented asand Continuous spatio temporal drggate Queries
# AT A Diwi®d 3 b A ABG EVARDE Awdere Cid (CAQ)[34]. Static aggregate queries are instantaneous
uniquely distinguishes instance of a cluster, Clat is the clusteyueries while continuous aggregate queries require regular
latitude, Clon is the cluster longitude, Ctlie time at which  updating of the responses.
cluster resides in the space, OSpeed is the speed of each
object, Ceps is the radius of the cluster, Coids is the set of There are two expirationapameters applicable to CAQ,
objects in the clusteand Cqids is the set of queries attributedt i me per i od ( ot) and distance
to the specific cluster. parameters applicable to CAQs:
(pd) . Two di fferent scenarios
Densitybased incremeat clustering in specified 3. A query from a moving catHow long fom here to nearby
locations with respect to semantic propertiessuchasspeedanad s pi t al 6, of a statiaspatidemparat pggregate
direction is performg@3]. Additionally, the semantic query.
features computed from the traces are maintained in seman
structures such &@bj_semanticandClus_semantics

T1, T2.. time slots .+ Cluster boundary

Q1, Q2: queries

(oF:] X
O® Different moving objects
*e

Fig. 1 Scheme of periodic clustering of moving objects and queries

The SpatieTemporl Aggregate query for a given space
time constraint can beepresente@ 1E M OO UD A
Given a tuple of attribute  valuest OO O Fig. 2 Static spatio temporal aggregatequery scenario
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Though the location of querying is important to retrieve
the answer, the scope of the query ends a#eponding
Whi | e t he guery 6Updat e ever:
emergency vehicles near to me
depicts the continuous spatemporal aggregate query. The
execution proceeds until the expiration value is reached. Both
categoresof aggregat queriemreexecutedn either a inter-
cluster or intrecluster fashion. In the former casthe
semantic features of the individual moving objects are
significant In contrastin the latter casehesemantic features
of the cluster as a whobdrethedriving factor.

Special data structures are devised to store the cluster
profiles, which monitor different parameters in various time
slots. Queries are applig¢d this data structurélhe query is
registered to the pool of queries as soon as it is g@weThis
section group queries in accordance with the intersection of
spatial and temporal domairihe generation of static spatio
temporal aggregate query instanisggictured in Figure 4.

: : : Non Semantic : : - i : . .

Semantic : 3 : ! Semantic : : Semantic
. location Y 3 ;

location location location

Fig. 4 Generation of static spatietemporal aggregate queries

Some of the possible static spatnporal aggregate query ~ Wwhere c.location between loc1 and loc2
instances until t1;

f Obtain the count of objects travelled between the giveffl Average speed afbjects traveling together between locl

locations and during the gim¢ime and loc2 for the time t.
select count (*) from cluster_ds as ¢ select count(Objid), slot,
where c.tim between t 1andt2 clusterindex from clustered_table group by

slot, clusterindex :
1 Number of objects proceeding to locl travelling vifik

speed of speed 1 Count of objects moving to loc1 with a given speed
selectcou  nt(*) from cluster_ds as c

select count (*) from cluster_ds as ¢ where c.lo  cation between locl and loc2

where c.location = loc1 and andc.spee d<=speed until c.cur_time+t

c.speed <= speed
T Number of Taxi cabs available in 200 meters with
Some of the possible Continuous Spatio Temporal Aggregate distance in next ten minutes between locl and loc2

Query Instances travelling with the speed of speed.
f Obtain the count of objects travelled between the  select count (*), dist from cluster_ds
locations until timel as ¢ where c.location between locl AND
loc2 and c.speed <= speed unitl
select count (*)from cluster_ds as c c.curr_time +t
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Query Preprocessing

Semantic location list SAQ |
: evaluator SpatieTemporal

Aggregate Quer;L
id, e
Q(x,y,t,Attr) il (07:X0)

evaluator

Fig. 5 Phases of spatio temporal aggregate query processing

4. Methodology clustering is executed for all objects present at that instant. At

The queries are executed in a series of two steps. Initialljhis point, the following possibilities are applicable with
the query processor accesses query features and identifies tRgPect to théme window.
geographical and temporal sanctity of the query.

1 New clusters are generatedf a new object appears or

The qtype distinguishes it as intgluster or intraclusteg anexisting object moves away from the cluster.
accordingly qpt iesx@r oqd is cal cul dit &xisting algsters lare wnergetk nWhen intercluster
Figure 5). Intercluster queries are queries that can be  distance reduces due to the change of location.
answered within the purview of clusters. While in the case of Change of the cluster radius:Cluster radius can be
intra-cluster queries, more than one cluster is involved. increased or decreased according to the geographical area
Another input to the system is the ligt semantic locations within thelimit of themaximum threshold.
during these points till the expiration values results are
returned in the case of a Continuous Spatio Temporal Consider the illustration given in Figure 6. Here, the

Aggregate Query. movement of ten objects is considereohd clustering is
applied inthe specificgeographical area (clustering window,
4.1. Clustering Window U) wi t h twtAlongethe pdthp ¢éach object occupies

To process moving entitiesve usea simple clustering different cluster, which means the objedf -cluster
window for a time slotw. When a new moving entity is membership varies during the course of the journey. In the
registered aBemLocthe semantic attributes tfecluster at  first slot, six objects are spread among#hclusters. Obj_10
that point are restimated by taking into account the newis the sole element in a cluster. Obj_5 leaves the path before
member, such as the average speed of objects in differetie next clustering location. More objects are added at the
clusters, the number of objects moving together, and thsecond time slotand the cluster count increases.
maximum speed of an object between specific locations: A re

(oo >
10

i Semantic Clustering .(_reiﬁ:;:;f— ____________ > Semantic Semantic

d location : location

pe ne : ‘
A
updation Cluster Table I Object Table updation
4A
[ Semantic feature exxtraction ]
| |Cluster_sem Table‘ | I |Objectsem TabIel |

Fig. 6 Periodic clustering ofmoving objects and queries
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Q is a query generated between two cluster.Slbsn the  them in a tabular form as modelled in a related spudyished
system calculates the distance between the current positioniof[35].
the query andheimmediate cluster window (this could be an
already generated cluster (pi@us cluster pc) or a This representation is illustrated by consideritite
forthcoming cluster (next cluster nc) slot). The answer will benovement of ten objects along a pat®.= {01, 02, 03, 04,
retrieved from a short distant point and based on the proximitg5, 06, o7, 08, 09, 010}, these are clustered over four
thresholds. If the last updated slot and next updated slots atensecutive semantic locationsfter clustering the objects
above the threshold values, the systeentalffor an immediate are scaered in different clusters. In one such instance let,
clustering request.

SemLog= {(01,02,03), (04, G5, Os), (07, Os, Do)},

éght?i:gﬁgtglll_sotae?ssheddmg and Model for Representing SemLog= {(01, 0s, 05), (O, Gs), (07, Cs), (0 O},

In order to reduce the processing cost of queries and SemLog= {(02, 0s), (01, G3, Gs), (07, O8), (0s), (C10)},
manage latency, many solutiongcluding lazy updates,
selective reduction of tuples etcare employed. This
technique, load shedding, has become a necessary requirement
where approximate answering of queries is requitie Table 1 displays the semantic locations and their
dynamic processing of moving object queries. At this pointcorresponding clusters, with each row representing an object
we are providing certain alternative forms of overheadand each column representing a semantic location. The
deduction with densitpased clustering. Object propertiesinv ar i abl e 6i 6 represents the cl
semantic locations with a timing window are considered foin the corresponding semantic location. The final column
processing. Semantic features of the location are alsshows the feature (F) of the object, which is its cluster in the
recorded. In order to amage object movement among entire movement session. This representation effectively
different clusters in semantic load shedding, the entire clustéracks the movement of objects across different clusters and
is considered a moving object. can be used faanalysing spatiotemporal aggregate queries.

SemLog= {(02, G5, 010), (01, Oe), (03, O7, Og), (0a)}.

To evaluate continuous spatiemporal aggregate The frequency and places of clustering are predetermined
gueries, periodical clustering is executed in every semantigsing the SemTraClufp] method, identifying potentially
location in a clusterfor at i me sl ot wi t hintetestingaegions, such gstsignificant traffic junctions, tourist
According to the mobility behaviours, different numbers ofspots, and diversions, in the case of a road network. The arrival
clusters are generated in each cluster slot. Here the cluster sdétnew objects and the departure of existing ones are noted at
is an identified semantic location SemLoc(x,y). The clustethis stage.
membership of each object changfsm SemLoci to
SemLoci+1. The transition is accordingly with its semantic4 3. Shared @uster-Based Execution
attributes such as velocity, the structure of the constrained |n a continuously moving environment, optimization of

path, direction of movement etc. Though objects perfornyuery execution is crucial, especially when more queries are
constrained movement, their mobility pattern can changgargeted on the same spatinporal domain. It is observed

within limits Stipulated by the travel network. These Changinghat moving queries can be generated from any point in a
mobility itself will give the travel patters of the object. In  travel network.

order to represent changing mobility of objeete represent

Table 1. Cluster membership of different objects in various semantic locations

Objects SemLoa SemLoe SemLog SemLoa F
01 1 1 2 2 1
02 1 4 1 1 1
03 1 1 2 3 1
04 2 2 4 4 2,4
0Os 2 1 1 1 1
Os 2 2 2 2 2
07 3 3 3 3 3
Os 3 3 3 3 3
09 3 4 _ _ 0
O10 _ _ 5 1 0
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Many of the complex optimization techniques publishec

suggest works on swudxpression levels for achieving better 55
results [6]. SCUBA exploits the moving microlustering

method for managing objects and queries. The propose
algorithm generates separate clusters of moving querie 3l
according to their spatial and temporal interest. Adsmple
techniques are adopted to group aggregate queries applied o | pd
similar spatietemporal regions.

Consider Figure 7, where Q1, Q2 and Q3 are differen

ty

ty tr

aggregate queries generated from various sources that sh 1 2 3

the same temporal domain. As a result, for the time perio..
from t2 to t7, all these queries can be grouped together for

processig.

Moving queries

Receive MoQueries

4 5 6 7 & 9 10

Fig. 7 State diagram of shared clustetbased execution of spatio
temporal aggregate queries
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Validate Temporal Range

Validate Spatial Range
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fours with running
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group

enough numbe
of queries in
processing

Add query to the
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Fig. 8 Different states of incoming continuous spatidgemporal aggregate query
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This is known as shared clusteased execution, which Object traces are stored in MySQL database version
involves concurrently processing continuous spatiotempora.0.14. Aggregate functions in RDBMS are used for providing
queries. This approach has been adopted in many quesymmary data. MySQL defines a number of aggregate
execution models developed for different environmgh®$,  functions suitable in different data mining environments such
[17]. By grouping similar queries together, scalability can beas MIN (), MAX (), SUM (), AVG (), COUNT (), STD (),
achieved. In the proposed model, query optimization isSGROUP_CONCAT (), VARIANCE () etc. In fact, with
achieved by combining queries with similar spatiotemporatespect to our application domain, we consider the first five
and semantic domains. If queries with attribute values fronstandard aggregate functionstdid here for our application.
the same domain are being processed, they are groupEdr the implementation purpose, we use spatial extensions of
together for shared segments. MySQL. It provides an SQL environment that has been

extended with a set of geometry types. This package provides

Figure 8 illustrates the different states of incomingdata types such as GEOMETRY, POINT, LINESTRING and
continuous spatiotemporal aggregate queries. Queries can bOLY GON and methods such as ST _Contains(),
received at any time from various sources, and their evaluatia®T Distance() etc.
is abstracted as a spatial join between the objects table and the
query table.If the response interval is above the thresholds.2. Experimentation Statistics
interval, the query execution is postponed until the next Table 2 details the evaluation statistics of two different
immediate clustering location. Otherwise, the query isscenarios first, with varying numbers of objects in the
executed based on previous values, representing teansportation network (Table 2a). Hethe number of
compromise between performance and respomse records, the maximum number of clusters generated and the

maximum Eps values are listed. A large value in the maximum

Once a query is registered, three types of validation occutumber of clusters depicts a vast geography of the
in the system: domain validation, spatial range validation, angtansportation network. The maximum number of semantic
temporal range validation. In the domain validation phase, thelots is limited ® 250 in this context. Consider the instance
system checks if the domain of the incoming query is suitabl@here MaxObjCount = 15, SemLocCount = 250 maximum
for grouping with any of the running instances, consideringhumber of clusters formed throughout the journey f®&nd
simple query types. In the spatial range validation, the systein 32 different clustering slots. The maximum number of
checks the spatial scope of the incoming query by validatingbjects that appeared in a cluster is 4.0se monitoringit
the spatial expiration distance. The system checks thie found that three objects travelled throughout all the
temporal distace expiration value in the temporal range clustering locatios. Single objects in a clustare considered
validation. Finally, different queries are pooled together anén outlier and omitted frorthe further calculation as they do

executed. not contribute to the result.
5. Evaluations Table 2. Data set description and cluster formation statistics
5.1. Environment Setup (8) Cluster slots = 250

The BerlinMOO36] synthetic traffic data set and No. Obiects No. Max. No. Eps
Microsoft TDrivereal data sets were used in the experiment. - 20 Records Clusters P
21 different moving objects along a constrained transportation 5 3895 2 1.52
network were considered. The performance of both SAQ and
CAQ was evaluated using the DBSCAN method tuned fo 10 13411 3 4.512
incremental clustering. The two key pareters, Eps and 15 22026 5 6.253
MinPt, significantly influencethe inclusion of points in 20 39157 7 7.953
clusters, so choosing optimal values is crucial. A constant 25 45076 9 6.4
value for Eps is not feasible as the objectstinuously change : =
theirlocations. A low value of the MinPts causes thatsion (b) Object count = 50
of noise points in the cluster. For selecting Eps and MinPt$,\0 Time Slots No. Exec. Time (s) Max. No.
this work followed the common notion specified in the Records Clusters
DBSCAN method. The heuristic approach{30] was used to 50 3673 0.56 2
Ide(te)rmirr:e MinPti},1 Whichbprop](c)se_s E[hat it s?oultlj b;e equal to 100 7273 0.47 3
n(n), where n is the number of points stéal for clustering.
To choose the cluster radius Eps, the sorted distance of each 200 14545 35 3
point to its knearest neighbors was plotted, where k was 500 35321 17.88 4
considered to be MinPts. The Eps value was selected fromthe 1673 49889 33.52 3

knee point of the graph. The experiment was conductad)
randomly generated environments of static and dynamic
spatiotemporal aggregate queries.
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Fig. 10 Execution time of SAQ with different Object count, POl = 200

In the second scenario (Table 2b), the details of clustezach cluster changes as they move towards their destination.
formation and execution time are listéat ten objects and Singleobject clusters account for no more than 10% of the
varying numbers of semantic slots. The clusters consist dabtal number of clustering slots. As the number of semantic
varying numbers of objectand the membership of objects in locations for clustering increases, so sitiee execution time.
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The number of clusters generated is dependent on the pattgmocesses and to answer queries efficiently. Figure 9 shows
of object movement. Fewer groups indicate that the objecthe time required to execute various aggregate queries with
move close together and have less variation in speed. Th&arying object counts and cluster tsloln the figure, dashed
number of clusters also depends on the geographicenatur linesindicak the traditionabpproachi.e., the applicationof

the trajectory. During the ride, part of the moving object mayqueries on entire data, while the solid line indicates our
depart from the path. The cluster structures formed at thigpproach.

stage are stored in a database to avoid heavy computation
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5.3. Varying Object Count number of clusters camegatively impact the accuracy of the
The performance of our approach is analysed wittobject mobility pattern, whichan also depend on the width of

different numbers of objects monitored in the transporthe transportatio network.

network. Figure 10 plots the execution time required for three

aggregate queries in the proposed approach (solid lines) aBd. Aggregate Query Comparison

traditional method (dashduhes). In order to incorporate the Another performance evaluation is illustrated in Table 3.

traditional method, the whole trajectory points wereAs explained irtheprevious section, two factoeseinvolved

considered for executing the query. All queries consumén the executionnamely,thetime required for clustering and

comparatively the same amount of time for execution. the query execution timdn our method the clustering is
performed in predefined locations called slots. The method
5.4. Varying Semantic Location Count reduceghe overhead of managing entire points of the object

Another analysisa showcase the performance of themovement that is added to the database. Consider a case of
approach is based on the execution of different queries witbbjctCnt = 10 and POI = 20the cluster tina for an individual
different numbers of semantic locations. Figure 11 illustrateslot is .0031 seconds, query execution time for Max =
the execution of queries in varying clustering locations with a0017339 s total time is 0.0048339, without clustering method
constant object count. Here thepact of varying the number has query execution time itself is 0.0097216seconds, which
of semantic locations in spattemporal aggregate queries is itself is 50% more than with clustering method. Another
analyzed. It can be done in two ways, either by increasing theeasue to indicate the effectivenessdstecting tle objects'
cluster frequency or increasing the trajectory length. For theeased/joined raielable 4 showghatout of a maximum of
inclusion of better cases, the authorsudated a mixed ten objectghat participated in thgrocess, only four objects
scenario. As mentioned above, the framework addresses intgroceeded till the end of the journey. Six objects either joined
cluster and intraluster querie® increasing the number of after thejourney's beginningor ceased movement before
clustering locations. The comparative plot of query executiomeaching the destinatiorOur study could spot only five of
time for SAQ and CAQ conveys the same meaning; hence, thikese objects which exhibited this nature. THermation loss

experimentation of SAQ is only included here. is measured byetecting theceased /joining rate of objects.
As we are applying clustering on vital semantic locations, only
5.5. Execution Time CAQ that less number of objects ceased /joined the traalork

Figure 12 providea comparative plot for a set of CAQ  without being noticed.
It is clear from the plots that as we increase the widthef
slot, the time of execution also increases. Accuracy alsb.7. Detection of Objects iVarious Slots
increases accordingly with tw up to a point. In this experiment  Table 5 gives the statistics of object occurrence in
the configuration with slot width = 200 performs better as it isdifferent clusters. Consider the instance with cluster width
the maximum point othe steady increase in time, after which 250; different attributes of the same object are considered 11
a spile in the execution time can be seen for all the querfimes (maximum case) and 2 (minimum case); most
types. Here, the necdlustering approach indicatethe occurrences ar@ at this particular slot. As the width of the
traditional way of query evaluatiorbut no clustering is cluster window increases, more instances of the same objects
performed. So the model accounfedall the location points are included in a slot. Hence the accuracy also increases.
up to a location for analygy the incoming query. It takes However, increasing the slot width beyond a point is not
cumulative timeto process While the clustering method feasible, as it is consideririge semantic nature of a location.
shows steady progress in the execution time compared to the
nortclustering methodt is cheap with less cost of accuracy. It will also reduce the benefit of the incremental clustering
Cluster radius is a crucial parameter that determines thapproach. If more number of dynamic queries are reported
accuracy of aggregate query results. The queries fetch ddtam a nonrsemantic location, and if the next semantic
based onthe semantic properties of objects and locationslocation is not so near, thégarithm will execute with short
These are generated usitite SemTraQlis algorithm. The width. Even though clustering is applied to semantic points,
parametersare dynamically fetched fromtheir semantic we have to filter out the locations based on performance
properties. At run time, the cluster parameters are computexvaluation. From the table, it is clear that if the cluster interval
based on the semantic properties of the road network and the increased after a certain poirthe time required for
number of objects. The data structure is constantly updatezkecution increases, which costs the performance an optimum
with the spatietemporal values and other parameters of thevalue considered as the clustering period. Another evaluation
moving objects and the queries. However, having a largs based on the number of queries pooled for the execution.
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Fig. 12 Execution time for spatiotemporal continuous queries with varying slot width

Table 3. Execution time required for two types of queries objCnt = 10

) Execution Time () Execution Time (s)
Query | Clustering Witclustering g Withouclustering Percentage of
Type Slots variance
Query Exec. | Clustering Total Query Exec Total
MAX 200 0.0017339 0.0031 0.0048339 0.0097216 | 0.0097216 | 50.27670342
SUM 50 0.000949438| 0.0063 0.007249438| 0.0141021 | 0.0141021 | 48.59320598
Table 4. Detection rate of joining-attrition of objects Table 5. Number of objects repeated in slots for different width
No. of objects detected Slot Width No. of occurrence of objects in a slot
Ceased/ Joined otwi .
No. ( : : ) Rate of variation Min Max Mod
Objects | with Without =0 5
Clustering | Clustering
10 5 6 0.166666667 100 2
15 11 13 0.153846154 150 2
20 15 15 0 200 10 20 4
25 21 22 0.04545454
30 23 26 0.115384615 250 11 2 7
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