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Abstract - Modern technologies manage bigdata data storage applications, which improves application storage. Bigdata 

surveys simplify file storage. The survey finds no viable file management mechanisms. Existing approaches store unstructured 

and organized files insecurely. Bigdata analytics requires complex file management. This study implements map secure reduce 

layers (MSR) and elastic net regression (ENR). MSR-ENR approaches are tested using the HDFS file-handling infrastructure. 

MSR-ENR can handle all memory file types and extensions (. dox, docs, .pdf, .rar, etc..). Finalize processing time, sensitivity, 

accuracy, throughput, and recall. This MSR-ENR approach surpasses simulations, challenging existing technology. Big data 

platforms maintain the cloud, servers, and Hadoop. Data-driven Hadoop modelling cannot provide dynamic actions. App 

weaknesses include latency and storage. Big data platforms and the Internet have not guided cloud storage upkeep. Big data 

cloud gateways will drive development and change. This study displays the current method (DL-enabled operational 

Facilities) through sponsorship software. Intelligent closed-loop video surveillance may speed up and improve large data file 

maintenance. This speeds up cloud-based large-file production. U-net uses Hadoop and Sparks to analyze data. This software 

uses Python 3.7. This U-net big data analytics software is competitive. 

Keywords - Big data, Hadoop, MSR, ENR, DL-enabled operational Facilities. 

1. Introduction 
Internet-based social network platforms are 

progressively permeating people's everyday lives, places of 

work, and places of education and have emerged as the 

primary location and significant source of social information 

dissemination. Unstructured social data increases as online 

social networking platforms continue to expand [1]. Every 

user is a data source on social networks, & the amount of 

information is expanding rapidly, and its worth is obvious. If 

we can grasp more knowledge in today's information-driven 

world, we can take advantage of the market. Despite this, the 

platform can still not understand its acquired raw data. Using 

data visualization technologies, it is possible to represent a 

wide range of data and convey information in a short period 

of time. Businesses are interested in how visualization 

technology can be used to quickly and effectively discover 

and convert significant data from vast, complex social 

network datasets into information that can be readily 

comprehended by users and systems alike [2]. 

 

Data visualization is now being investigated by 

researchers in related domains, and some theoretical findings 

have already been obtained. Virtual reality techniques may 

be used to create 3D data visualizations, according to Kline 

and Volegov. Using VRT, information, types of equipment, 

and experimental settings may be shown in three dimensions 

instead of only two dimensions on the flat screen. Using 2 

VR software tools, the unity gaming engine and A-Frame, 

the visual interface of data and high-energy physical goals 

may be achieved. Virtual reality technology may be used to 

produce a 3D data visualization in this way. Mrsic et al. 

recommended social network analysis and data 

visualization technologies for knowledge dispersion studies. 

For social media network research, Fb is used to get 

information on public page relationships. Social media group 

communication is carried out via the creation of fundamental 

models, the acquisition and processing of information, and 

finally, the display of results. This strategy does have some 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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validity. These previous techniques have not addressed all of 

the problems with unstructured data on social networks [3].  

 

Using a visual dynamic simulation environment of 

unorganized social media text, these problems may be 

addressed. Data from social networks is extracted using an 

adaptive threshold that changes depending on how it has 

been collected and prepared. In order to exhibit unstructured 

data in social networking sites, a visible, dynamic analysis of 

unorganized data is built using Hadoop clustering 

architectural and data visualization technologies, and HDFS 

is used for data durability. MapReduce may be used for 

global computations in visual data feature classes [4]. This 

technique displays unstructured social network data well, 

consistently, and efficiently. 

 

1.1. Hadoop Platform 

A web crawler called Nutch is the basis of Hadoop's 

distributed system architecture. Unstructured data storage 

and computational solutions in Hadoop are especially well-

suited for offline analysis of massive amounts of data. [5]. 

Data storage and computing are handled by the core of the 

open-source model, which runs on a massive computer 

cluster. 

 

1.1.1. HDFS 

Hadoop Distributed File System is another name for 

HDFS. As a result, the GFS was born, defined by scattered 

dealing out of information, high dependability, and high 

availability. Files larger than a few terabytes may be stored 

in HDFS, allowing streaming data access and the "write 

once, read many times" read-write mode. HDFS also allows 

for hardware faults and supports extremely big files (up to 

several terabytes). Machine node requirements for Hadoop 

clusters are quite low. In the event of a hardware failure, a 

redundancies backups using HDFS is available that is totally 

undetectable to the user. Figure 1 illustrates the master-slave 

structure used by Hadoop [6].  

 

HDFS includes One Name Node (ONN), One Secondary 

Name Node (OSNN), and a Number of Data Nodes (NDN). 

HDFS has a default file size of 64MiB. The client must 

communicate with the Name-Node to read and write data. 

The Name-Node stores a Name-Space to retain the cluster's 

data storage. As part of its data redundancy strategy, HDFS 

stores identical data blocks across several servers and racks 

[7]. 

 
1.1.2. MapReduce 

It is a structure for pressing unstructured data in parallel 

using the MapReduce programming language. A huge data 

set is divided among the cluster's nodes, where each node 

does a portion of the work, and the intermediate results are 

combined to get the final results [16–18]. When it comes to 

solving complicated issues in parallel, MapReduce is an 

excellent choice. Figure 2 depicts the MapReduce 

mechanism in action. 

 

  

 

 

 

 

 

 

 

 

 

 

Fig. 1 Architecture of HDFS  
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Fig. 2 MapReduce flowchart 

The map task sends data to the reduce task using a pull 

model. The reduction with HTTP requests to obtain 

important data from each map job, which is stored locally as 

an interim sample calculation. 

 

2. Literature Survey 
Chen, H. M., et al. [2016] Massive dynamic BIMs may 

now be stored in Bigtables using a new format. An Apache 

Hadoop component called MapReduce managed huge 

amounts of information from dynamic BIMs. For diverse 

applications, researchers in this study presented a 

MapReduce distributed computing architecture for big data 

analysis to efficiently collect and compute necessary 

information from dynamic BIMs stored in the data centre. 

This paper outlines the theoretical foundations of the 

proposed framework, as well as the results of an 

experimental evaluation. The findings showed that the 

suggested framework could manage enormous BIMs in a 

scalable and reliable manner.[1] 

 

Ahad, M. A., et al. [2018] All of this is done before the 

files are sent onto the Hadoop distributed file system so it is 

safe and secure. The little files are combined into a single 

unit for more efficient storage. Here, "dynamic merging 

procedures" rather than a generic merging strategy are the 

primary criterion for merging tiny-size files. As an added 

bonus, the idea uses the Software Defined Networking 

(SDN) concept to route files from their origin to their 

destination more efficiently. For the suggested architecture to 

save Namenode memory overhead and reduce disc seek time, 

the empirical findings demonstrate that it is beneficial to use 

the proposed architecture[2] 

 

He, Y. et al. [2011] When it comes to traditional Web 

service providers and social networking sites, MapReduce-

based data storage processes are crucial for quickly and 

accurately analyzing user patterns and needs using big data 

analytics (e.g., Facebook). Several factors may affect a 

system's ability to function, including data placement in its 

warehouse. High data transmission data loading and query 

processors, high storage space economies, and excellent 

adaptability to highly dynamic workloads were some of 

Facebook's production system criteria for our optimal 

scheduling structure. We studied the three most prevalent 

storage management formats using MapReduce to analyze 

enormous volumes of data: rows, columns, and hybrids. We 

demonstrate that they are not well-suited to distributed 

systems' handling of large amounts of data. An 

implementation of RCFile (Record Columnar File) in 

Hadoop is shown here. In a series of exhaustive tests, we 

demonstrate RCFile's ability to meet all four criteria. 

Facebook's data warehouse system uses RCFile as the default 

choice. Hive and Pig, two of Facebook's and Yahoo's most 

frequently used data analysis platforms, have both 

incorporated it.[3] 

 

Ghazi, M. R et al. [2015] Data analysis, examination, 

and processing of an enormous quantity of unstructured 

information have been a difficult task. MapReduce and the 

Hadoop Distributed File System are the two main 

components of Hadoop, and they are discussed in depth in 

this article (HDFS). JobTrackers and TaskTrackers handle 

the monitoring and execution of jobs in the MapReduce 

engine. NameNode, DataNode, and Secondary NameNode 

are all components of HDFS, a distributed file system 

designed to handle distributed storage efficiently. It is 

possible to utilize the information supplied to create large-

scale distributed applications that use several nodes' 

processing capabilities.[4] 

 

Krish, K. R et al. [2016] The emergence of 

heterogeneous storage systems (such as RAMDisks) 

alongside regular HDDs is a fascinating new trend in storage 

management for massive data structures like Hadoop or 

Spark. The more processing and storage resources an 

application uses, the more difficult it gets to plan data 
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accesses and requests to a suitable storage device. To 

improve overall application I/O performance, Dynamic Data 

Management for Data Processing Frameworks (DUX) is an 

application-tuned solution that uses SSDs only for those 

applications that would benefit the most. [5] 

 

Herodotou, H. et al. [2011] Starfish, a new big data 

analytics platform with self-tuning capabilities, has just been 

launched. With the help of Hadoop, Starfish can give 

outstanding grades autonomously. Users are not required, 

therefore, to grasp and control the many Hadoops tuning 

knobs. However, we highlight how new data analysis 

procedures over huge data offer new issues, causing us to 

make various design decisions in Starfish based on self-

tuning database systems.[6] 

 

Chen, L. et al. [2018] The data in the storage system is 

maintained in a fine-grained manner thanks to a new 

replication strategy based on data blocks. Cloud storage costs 

and performance are balanced by E2FS, which examines the 

data's characteristics before making a replication choice 

based on dynamic data replication. We've built an E2FS 

prototype and tested it against HDFS to see how well it 

performs. According to our tests, E2FS outperforms HDFS 

in flexibility as guaranteeing presentation for huge data 

implementations.[7] 

 

Manogaran, G. et al. [2018] Cloud computing and fog 

computing may be securely integrated using the GC 

architecture presented. Along with critical service facilities 

and data categorization functions in this design, intelligence 

services are also included (Sensitive, Critical, and Normal). 

An additional system component is an algorithm using 

MapReduce to forecast the onset of cardiac disease. The 

suggested infrastructures and predictions method's efficacy 

are shown via the use of metrics such as throughput, 

sensitivities, accurateness, and the F-measure.[8] 

 

Wang, J. et al. [2020] Using this service architecture, 

service users may access a variety of customized data 

processing techniques, as well as data analysis and 

visualization. Data collection and storage are discussed in 

this paper's first introduction to the basic Big Data service 

architecture and the technical processing foundation. Next, 

we'll talk about handling and analyzing big data based on 

various service needs, which may provide significant 

information for customers. Next, we'll go through the 

specifics of the big data-based cloud computing service 

system, which offers great outstanding options for storing, 

processing, & analyzing enormous amounts of information. 

Finally, we provide several illustrations of how Big-Data 

could be used in various industries. [9] 

 

Lu, Z. et al. [2018] It is hard to store all IoT Big Data in 

a single location because of the network's extreme latency 

and capacity constraints. The "edge cloud" idea, which 

distributes varied processing and data analysis capabilities 

across several edge clouds for IoT data analytics challenges, 

seems promising. MapReduce is a useful tool for dealing 

with large volumes of information. It is not easy to estimate 

how MapReduce processors will operate in the context of 

data analysis. IoTDeM, a more generalized IoT Big Data 

model for forecasting MapReduce performances across many 

edge clouds, is proposed and evaluated in this paper. 

MapReduce tasks in Hadoop 2 can be predicted with more 

accuracy by IoTDeM than they can in Hadoop 1, even with 

different reduction amounts and cluster sizes.[10] 

 

Guo, J. et al. [2022] Earth observation (EO) today faces 

a huge challenge relating to storing and analyzing enormous 

volumes of remote sensing information (RS). Computational 

resources are given in a distributed network for high-speed 

processing of large amounts of real-time (RS) datasets. It 

follows that HDFS is constructed on K8s nodes, which are 

also utilized to do computing. In a Spark on Kubernetes 

(K8s) cluster for processing RS data, we adopt the tile-

oriented programming paradigm instead of the typical pixel-

oriented or strip-oriented approach. All computations may be 

divided into several distributed parallel jobs by abstracting 

any size user-defined raster tile format for an RS raster 

layer.[11] 

 

Latifian, A. [2022] There have been issues with big data 

for enterprises, the IT industry, and the scientific community. 

Cloud computing and distributed computing technologies 

can successfully solve the challenges provided by big data. In 

the last year, Cloud Computing and Big-Data have emerged 

as 2 key issues for IT service providers to address to provide 

customers with high-efficiency and competitive computing 

tools on demand. Businesses may benefit from this research, 

which tries to investigate how the cloud can be used as a tool 

for handling large data in many ways.[12] 

 

Xiang, Z. [2022] Unstructured data abounds in social 

media networks. In this research, visual dynamic simulation 

models for unstructured social network data have been 

proposed to assure the stability of large unstructured data. 

Data from unprocessed social network data, estimates and 

approximates of perceptual data, and an LR model due to the 

temporal correlations are all utilized in this study. The 

original social network's data is then filtered via an advisable 

threshold to eliminate the effects of clatter. With the help of 

feature analysis, we can extract unstructured material from 

social networks and identify its visual properties. Also 

included in this study are Hadoop cluster implementation, 

HDFS data permanence and MapReduce extraction clusters 

for distributed computing. Unstructured data in social 

networks may also be seen using a dynamic simulation 

model created by the software. An experiment conducted by 

the University of California, Berkeley, found that this 

method increases the durability, effectiveness, and aesthetics 

of unstructured material on social networking sites.[13] 
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Zhang, T. et al. [2022] Big data and cloud computing 

have made data management more difficult. Various data 

management and storage frameworks have emerged 

throughout time, each with its own unique set of 

characteristics and functions. Although they are very 

efficient, they end up creating data silos in the process. 

Because no one framework can successfully meet the data 

management demands of many applications, it goes harder to 

move and operate in harmony with information. This issue 

may be solved by using multi-tiered (hierarchies) storage 

technologies. An HSS may be constructed by combining 

many storage structures into a single, massive storage pool. 

Additionally, it offers a wide range of benefits, including 

increased storage utilization, cost-effectiveness, and the use 

of various storage framework parts. Hierarchical storage 

technologies must comprise intellectual & self-sufficient 

procedures for information control based on the attributes of 

the various structures in order to maximize their advantages. 

[14] 
 

JANSEN, M. [2022] It is vital to provide reliable traffic 

information in metropolitan areas to minimize vehicle 

transportation's harmful effects. Urban planners and 

politicians who depend on Intelligent Transportation Systems 

(ITS) are increasingly concerned about proactively traffic 

control (ITS). This thesis focuses on road traffic forecasting 

(TF) for ITS systems, which extends the current research. 

This research in Belgium focuses on on-board-unit (OBU) 

data for heavy-goods trucks (HGV) [15] 
 

Saravanan, V et al. [2022] IoT is a prominent issue in 

industry and academia due to recent improvements in cyber-

physical systems and technical breakthroughs. As IoT 

transforms our daily life, it is also a technological and 

scientific revolution. People's everyday routines are greatly 

impacted as a consequence of this. Many intelligent systems 

exist for home automation, transportation, health, safety, and 

monitoring. Because so many devices are linked to these 

networks, they generate a tremendous volume of data that 

must be analyzed. Because of this, storage capacity, 

processing, and analysis become problematic. Big data and 

its related issues are discussed in this chapter, which 

concentrates on the IoT network and different data analytics 

solutions for the sector. As a result, they demonstrate and 

examine the IoT's big data architecture paradigm, along with 

many future research questions. They look at smart health 

and smart transportation as an extension of the architectural 

philosophy. [16] 
 

Kumar, S. et al. [2022] A misuse of the current state of 

the executive-information connection, invention, 

examination, and perception or forecasting is proposed in big 

data engineering for SCM. It has also been discussed how to 

use the security and protection features of a Big-Data 

infrastructure in a real Big-Data framework organization 

when it comes to Supply Chain Management. An additional 

amount of employment has been brought to the author's 

notice.[17] 
 

Cavicchioli, R. et al. [2022] Many potential 

developments may build on the proposed approaches' 

foundation of obstruction tracking and identification at the 

edges and aggregating information hierarchy in the cloud for 

traffic density monitoring. For the Modena Automotive 

Smart Zone (MASZ), the testing is based on an actual use 

case (MASA). [18] 

 

Manivannan, P. et al. [2022] Data acquired from 

network sources is being crunched by small and medium-

sized firms in an effort to make sense of the information. 

Data growth patterns and information transformations are 

becoming more important. A new term, "big data," was 

invented to describe data sets that are far larger and more 

difficult to integrate into company systems. Relational 

databases, which need a great deal of data processing, are the 

primary focus of most research. AI may therefore be used to 

input and expand the NoSQL document database, depending 

on the data type, because of this. Documented MongoDB is 

recognized in this study as real-time access to data stored on 

multiple storage platforms for all organization sizes. Datasets 

from big data analytics were used to build a NoSQL-

MongoDB architecture with data sharing interwoven with AI 

and machine learning at the system level. Using this model, 

SMBs are presented with a limited perspective of database 

administration.[19] 
 

Belcastro, L. et al. [2022] Because of these 

considerations, we present in-depth investigations of the key 

parallel processing architectures (MapReduce, Workflow 

BSP, Message Passing, and SQL-like) and, using examples, 

create the most often used systems for Big Data analysis 

(e.g., Hadoop, Spark, and Storm). As the various systems are 

compared and contrasted, we'll focus on the most important 

features and the development and user communities behind 

each one. We can assist designers and developers in choosing 

the optimal programming solution for their requirements 

based on their talents, hardware availability, application 

domains and goals, and the aid supplied by the 

developmental community generally. [20] 

 
Enfais, A. M. A., et al. [2018] Large data sets may be 

stored and processed in a distributed computing environment 

using the Java-based Hadoop framework, which is well-

suited to massive amounts of data. It stores data in HDFS 

and processes that data using MapReduce. The Map-reduce-

based framework is well-known for handling information 

workloads operating on able-to-share clusters. The primary 

goal of the MapReduce programming paradigm is to 

distribute the processing of a single task over several nodes. 

Hadoop is becoming the primary focus of scholars and 

businesses alike. This has led to the development of a 

number of scheduling algorithms during the last several 
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decades. MapReduce scheduling challenges include locality, 

synchronization, and fairness, among others.[21] 
 

Allam, S. [2018] The purpose of this article is to learn 

more about Hadoop Log Analysis tools and how they might 

aid in technological advancements. Maintaining the quality 

of large-scale computer clusters is critical as their use grows. 

This elucidates the significance of network monitoring and 

control. The Hadoop cluster may be properly managed using 

a variety of approaches [1]. Each node in a cluster receives 

and processes the required data from these tools. [22] 
 

Djafri, L. [2021] Large data processing tools and 

methods are summarised in this chapter by critically 

evaluating their aims and methodology and their major 

approaches to addressing the issues associated with big data 

processing. Using healthcare, smart cities, genomic sequence 

annotation, and graph-based applications as case studies, we 

evaluate some basic big data applications and their influence 

on human well-being. We present a complete assessment and 

categorization of the research activities within each 

application area. [23] 
 

Ozdil, U. E et al. [2021]  Reduced expenses are 

sometimes a result of a move to pay-as-you-go or pay-per-

use commercially conceived cloud Hadoop PaaS from IaaS. 

As a result, the end-users of managed Hadoop systems are 

unable to see the advantages of using them because of their 

black-box nature. The study aimed to better understand how 

managed Hadoop context utilizes resources. We used three 

experimental Hadoop-on-PaaS approaches straight out of the 

box and ran HiBench Benchmark Suite workloads tailored to 

Hadoop specifically [31]. We monitored the worker nodes' 

system resource use throughout the benchmarks. According 

to the findings, the identical property standards across cloud 

services do not ensure local performance outcomes nor 

consistent results inside the cloud service itself. Pre-

configurations and designs of the managed systems are 

assumed to have a major impact on performance.[32] 
 

Sbai, I. et al. [2020] While Spark's in-memory 

processing power & GA's iteration procedures may be used, 

his parallelism tries to take advantage of both. The 

assessment of fitness and genetic procedures was carried out 

in parallel. A decision assistance system for the DVRP has 

been built using the parallel S-GA. For Big Data 

optimization challenges, the studies reveal that our suggested 

architecture is better because of its ability to link components 

and deploy over the whole cluster.[25] 

 

3. Methodology 
3.1. In this section, a Brief Study of the Bigdata File 

Handling Mechanism is Implemented Using.  

3.1.1. Mathematical Analysis 

  Assume an n-disk system with p1, p2, p3 and pn failure 

probabilities. A hard drive failure is an isolated occurrence. 

So, Pf for hard disc failure is as follows: 

𝐹𝛽 = 𝛽1 × 𝑝2 × 𝑝1 × … × 𝑝                           (1) 

 

0 ≤ 𝑝 ≤ 1                           (2) 

So, 

𝑝𝑓 ≤ ∀1                       (3) 

 

This reduces the risk of hard disc failure. But if one of 

the hard discs fails, the system fails. So, the system's failure 

probability is I. 

 

3𝐹𝑓𝑥 = 𝑀𝐴𝑋(𝑝1,𝑝2,𝑝8, … 𝑝𝑛 )                    (4)   

Where Pfss is the system failure probability when discs 

are placed in series. So the chance of a system breakdown is 

 

4 𝑃𝑓 ≥  𝑃𝑖,𝑖 =   1, 2, 3. . . 𝑛                       (5) 

The quantity of hard drives in a system raises the 

likelihood of system failure. 

 

II. The larger the hard disk's capacity, the longer it takes 

to retrieve data. 

 

3.1.2. Mathematical Evaluation Analysis 

Assume the maximum hard disc search time is 0.4 ms 

and the chance of data availability is 0.5ms. So, total seek 

time in -system serial hard disc is performed high time of 

conversion functions. Hadoop has improved the file handling 

process in this work using mathematical computations. 

 𝑇1 = {(𝑎1 × 𝑠1) + [1 − 𝑝𝑎1]} × 𝑝𝑎  × 𝑠2  + ⋯ +
(1 − 𝑝𝑎1)  ×  (1 − 𝑝𝑎) × … × (1 − 𝑝𝑎𝑛−1)𝑠𝑢−1     (6) 

So overall search time goes up. So, adding another hard 

drive appears impracticable. Even while the mathematical 

study shows that adding extra hard discs slows down the 

system, it does provide one ray of hope. Individual hard disc 

failure probability is smaller than overall failure probability 

(see equation 1). So, adding a hard disc is beneficial. Hard 

disc failure rate drops. 

 

3.1.3. Adding Hard Disk in Parallel 

We may use the result [eqn-3] in some way. In this case, 

the failure of one hard drive does not affect the total system. 

In such instances, system failure probability is independent 

of hard disc failure [27]. The system will die if and only if all 

hard drives fail. 

𝑝𝑓→1 = 𝑝1 × ∀1  ×  𝑡1   × … ×   ∀2               (7)   

Pfsp is the likelihood of system failure when adding 

parallel hard drives. Comparing equations (4) and (7), we can 

see that adding discs in parallel reduces the total likelihood 

of system failure. Parallelizing hard discs improves 
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performance in terms of disc failure, but it also helps us in 

terms of speed. How a file is sought on one hard drive might 

help us solve this issue. 

 

The file is saved like this: 

A node and a directory hold the file's content and 

metadata. Metadata is searched first rather than data blocks 

whenever a search is performed. 

 

We can take  metadata from each hard drive and store it 

on a single hard drive. A single hard drive search is required 

in this case. In this case, the seek time is as follows: 

 

𝑇𝑌 = 𝑝𝑑1 × 𝑆1                        (8) 

So the search time is lowered [compare equations (6) 

and (8)]. 

 

3.1.4. General Architecture 

Based on the aforementioned, a tree-based architecture 

is presented [Figure. 3].  

  

       

 

 

 

 

Fig. 3 Hierarchical structure of hard disk 

The root of the tree stores metadata, while other nodes 

store data. This design decreases search time and thereby 

reduces system failure. Now the system fails if all children 

fail [6]. 

3.2. Pros and Cons 

The root holds all metadata. 

- Because metadata is tiny, root storage is not needed. 

- Faster data searching. This requires a quicker algorithm. 

- Root's processing power must be high since several users 

may need data at once. 

- Data is lost if the root node fails. 

- Storage capacity must be big since the child node only 

stores data. 

- The kid is not only storing and sending info. 

- In order to store and retrieve data, the child hard disk's 

block size must be big enough. This reduces traversal time 

[28]. 

 

3.2.1. Concept of Distributed File System 

Mathematics proposes a very obvious design where data 

is stored on several hard discs. The data is stored or 

dispersed over a network of hard discs. This design 

overcomes most storage issues and necessitates a storage 

management system [7,8]. The DFS does the following: 

- Selecting node data storage. 

- What if the data storage fails? 

- How to retrieve data if a node fails? 

- How to save et info for quick access? 

 

3.2.2. Concept of Hadoop 

This section describes Hadoop's architecture. Hadoop 

has a master/slave design for both distributed storage and 

computing. MapReduce is a distributed computing 

framework that uses Hadoop Distributed File System 

(HDFS). So Hadoop has two important parts [29]. 

- Hadoop Distributed File System  

- MapReduce (Processing) 

 

The above modeling can finalize the storage space size 

as well as allocate the proper vector location. Based on child 

node roots, they have processed the data. The leaf node is the 

final output-carrying node that can manage the MapReduce 

process [30]. The Hadoop model has continually monitored 

data in various steps using clustering and unstructured data 

handling. The root node can deliver instructions to the child 

and leaf nodes based on the steps allotted, and file storage 

has been functioning. The Hadoop Distributed File System 

with the proposed technique achieved more improvement in 

the file storage process shown in Figure 4. 

 

Hadoop File Systems 

Hadoop is a file system developed for huge file storage 

and streaming data access on commodity hardware clusters. 

AHDFS comprises two parts. 

a) Name Node 

The system's master maintains and handles blocks on 

DataNodes. In addition, it monitors the distributed file 

system's general health and how your data are divided down 

into file blocks—a Hadoop cluster's single point of failure. 

 

b) Data Nodes 

These are the storage nodes that are placed on each system. 

10 

 

c) Secondary Name Node 

It is a monitoring method for the Hadoop cluster. 

Because a Hadoop cluster's NameNode is a single point of 

failure, the secondary NameNode helps reduce downtime and 

data loss. 

 

MapReduce 

MapReduce is the Hadoop system's beauty. It is a 

programming approach for processing huge data sets on a 

cluster in parallel. MapReduce is a combination of two 

Root Hold 

Child HDD-1 Child HDD-2 Child HDD-n 
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terms: Map and Reduce. In the first case, a data collection is 

converted into another data set, with each piece broken down 

into tuples (key/value pairs). The reduction task takes a 

map's output and compresses it into a smaller collection of 

tuples. As the term MapReduce indicates, the reduction task 

always comes after the map job. 

The master has a Job Tracker, and each enslaved person 

has a Task Tracker for MapReduce. The Task Tracker 

daemon monitors a job across several nodes. If a node fails, 

the Job Tracker reschedule the job. Task Tracker keeps track 

of the tasks allocated to each node shown in Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 4 Hadoop file system architecture 

 

 

 

 

 

 

 

 
Fig. 5 The Hadoop System 

4. Results and Discussions  

 
Fig. 6 Hadoop-based file handlining screen 

 

 
Fig. 7 Downloaded file 
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All uploaded files are displayed in the drop-down box in 

the above screen, and we can select any file to download to 

the 'C:/Hadoop Download' folder illustrated in Figure 6. 

 

In this picking sequence in the above file, use the 

Hadoop process. The processed file will be downloaded in 

the C:/HadoopDownload folder, containing a merge of two 

files. 

 
Fig. 8 Location folder 

In this process, we can see the file downloaded in the 

C:/HadoopDownload folder on the previous screen, and we 

will now examine that folder shown in Figure 9. 

 

 
Fig. 9 Merge file 

 

The whole sequence explains that all data merging files 

have been successfully transferred and decoded, as shown in 

the screenshot above. In the screenshot below, the same 

sequence file is visible in an encrypted format on the Hadoop 

server, shown in Figure 9.   

  

 
Fig. 10 encrypted format  

The sequence content is shown in the upper screen from 

the Hadoop server, which was in an encrypted format, as 

seen in Figure 10, which describes the file's encryption 

format. 

 

The table 1 clearly explains various existing models and 

proposed model comparisons. In this work, the proposed 

ENR-based file handling model attains more improvement.  

 
Fig. 11 Comparison of results 

 
Fig. 12 Processing time 
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Table 1. Comparison of results 

Methods Accuracy Sensitivity Specificity Recall Throughput 

Misclassification [15] 74.22 57.67 85.39 81.42 74.2 

HDFS [16] 74.84 60.07 84.77 72.58 78.1 

H+S [17] 74.76 61.00 84.02 83.45 81.2 

HSC [17] 77.032 71.230 81.340 84.78 82.1 

Proposed 94.87 97.42 98.60 94.06 92.7 
 

Table 2. Processing time 

Processing Time 

Methods Processing Time in ms 

Misclassification [15] 7300 

HDFS [16] 5900 

H+S [17] 900 

HSC [17] 800 

Proposed 420 

  Figure 11 and Table 2 describe all existing 

performance metrics and the suggested approach 

MSR+ENR, which clearly explains how the proposed 

method provides more improvement. 

The processing time allocation to each approach is 

explained in Figure 24 and Table 2, and the suggested 

method MSR+ENR achieves a bigger improvement than the 

existing methods shown in Figure 12. 

 

5. Conclusion  
   This research study used HDFS+ENR+MSR, a novel 

file-handling technique. It is a contemporary solution that 

addresses the Name-node and Data-node issues associated 

with files. The purpose is to solve the issue identified by the 

survey using the Java-8u-121 extension and Python 3.7 

software. This strategy is successfully handling files of all 

sizes, both huge and tiny. The data storage strategy is 

primarily split into two categories: if the selected file is 

greater than 100 kB, it is automatically recognized as a tiny 

file and stored in the general area; otherwise, it is saved to 

the Hadoop server using the merging option. The suggested 

MSR+ENR provides a better improvement in this study 

when compared to existing techniques. Accuracy levels of 

roughly 95%, sensitivity levels of 98%, specificity levels of 

99%, recall levels of 95%, throughput levels of 92%, and 

processing times of 420 ms are reached; these findings 

challenge state-of-the-art technology.  
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