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Abstract - The most significant platforms for people to engage with others are now Online Social Networks (OSNs) such as 

Facebook, Google, and Twitter. Text messages, videos, and photos describing users' daily lives are posted by tens of thousands 

to millions of people on OSNs. Sensitive information about users is frequently discovered in such data. If unauthorised parties 

can access data, the user's privacy is at risk. The trust-based mechanism's threshold in this study is established at a value that 

guarantees the user receives a significant long-turn return. This value is calculated by the difference between the benefit of 

uploading data and users' privacy risks. To address the lack of trust and lack of collaboration that is comparable to peer-to-peer 

systems. By adjusting the proposed mechanism's parameter, users can choose between sharing data and protecting their privacy. 

In this paper, Thompson Sampling (TS) Algorithm is used to solve the Multi-armed Bandit (MAB) problem formulation of the 

parameter selection problem. The weighting of user opinions is determined by their trust values, upgraded as privacy is violated. 

In this research work, the trust score of the users is computed via a new bifold trust model. The publisher must thus change the 

threshold to strike a balance between privacy protection and document sharing, and trust-based integration of trust values into 

the document anonymisation process may help to minimise the loss of user privacy. Simulations demonstrate that a trust-based 

approach ensures user trust by protecting privacy and minimising information loss in the system, intended to be implemented in 

the PYTHON working environment. 

Keywords - Online social networks, Thompson Sampling (TS) Algorithm, Multi-Armed Bandit (MAB), Bifold trust model. 

1. Introduction 
Social media makes people communicate with one 

another by creating and sharing data and has recently become 

a common platform for sharing information with others. 

Social media users create text posts, digital photos, or videos 

of large amounts of information. While comparing textual data 

and photos, the photo may give detailed data to the observer, 

which is harmful to the user's privacy. The privacy problem in 

online social networks (OSN) by photo sharing is how user 

data is researched by the service provider [1] [2]. Researchers 

have offered a variety of solutions to the conflict between 

users' access control rules [3] [4]. A mediator will present a 

list of people permitted access to the data to implement an 

aggregated policy [5].  

It is recommended that cooperative privacy management 

in OSNs use a trust-based method. The suggested approach 

requires the user to ask for other users' opinions before 

disclosing a data item to others. The publisher is 

recommended to make decisions using a trust-based strategy. 

The simulation's results demonstrate how the trust-based 

photo-sharing system minimises privacy loss. A user's 

willingness to allow another user to view his details typically 

hinges on how much of that user's faith is still intact. The 

recommended method establishes a threshold to control the 

number of users excluded from the image. Whether or whether 

a user's privacy is protected depends on how trustworthy other 

users are. This article offered a method for adjusting the 

threshold to the trust connections between users to strike a 

balance between preserving user privacy and sharing 

photographs. A trust-based technique of exchanging 

photographs in OSNs has been proposed [6] [7].  

The degree of user trust is taken into account when 

determining whether a user's privacy will be respected. 

(Kumar & Revathy, 2021) The recommended approach can 

protect the user from disregarding the privacy of other users 

since trust values alter in reaction to privacy loss. By altering 

the threshold determining the number of users excluded from 

images, this study provided a method to balance photo sharing 

with privacy protection [8] [9]. In order to demonstrate the 

efficacy of the offered methodologies, this research has run a 

number of simulations.  

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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The specifics of data are secured in social networking [10] 

[11]. Multiparty resources contain personal information about 

users, such as images taken using them. Users of services can 

communicate with their contacts and other people. Due to 

these preferences, policy conflicts will arise, making access 

control difficult to implement [12].  

OSNs provide a basic degree of security for dealing with 

the multiparty access control issue [13] [14]. This study 

created a control model to enable parties to agree on access 

regulations through a straightforward dispute resolution 

process. The existing OSNs offer a minimal level of protection 

as a solution to the multiparty access control challenges [15]. 

The strategy relies on trust between partners and requesters to 

make access choices. A multiparty control paradigm built on 

trust was created for Facebook through this procedure. This 

work broadens the system by raising the total number of policy 

specifications, which gives users more precise control over 

resources shared by several parties. 

The contribution of this research work is: 

• To solve the multi-armed bandit (MAB) problem 

happening during data transmission in online social 

networks via the newly proposed Thompson Sampling 

(TS) Algorithm. 

 

• To enhance the privacy preservation of documents, a new 

bifold trust model is introduced, including direct and 

indirect trust. 

This paper is structured as follows: Section II deals with 

the findings and an analysis of related existing work of the 

presented model. Section III gives the proposed methodology 

of the work. The work is experimented with and analysed. 

Section IV deals with the result analysis and the comparative 

discussion of the work. Finally, Section V gives the 

conclusion of the work. 

2. Related Works 
In 2020, Urena R. et al. [16] proposed the decitrustnet 

concept for trust and reputation in social networks based on 

graphs. This contribution intends to build decitrustnet, a trust 

and reputation-based framework for social networks that take 

user connections, reputation history, and profile similarities 

into account in order to build a tamper-resistant network that 

ensures trustworthy communications and transactions. This 

experiment does not use multi-granular language data or the 

context-aware customisation of the suggested system. 

In 2021, Yang G. et al. [17] proposed that the decitrustnet 

idea is built on graphs and addresses trust and reputation in 

social networks. In order to create a tamper-resistant network 

that provides trustworthy communications and transactions, 

this contribution aims to develop decitrustnet, a trust and 

reputation-based framework for social networks that consider 

user connections, reputation history, and profile similarities. 

This experiment does not make use of context-aware 

customisation of the proposed system or multi-granular 

linguistic data. 

In 2018, He, Y. et al. [18] suggested a deep reinforcement 

learning method for computing, caching, and communications 

in trust-based social networks. In order to enable users to share 

resources within the 3C framework, this research takes 

advantage of the intrinsic characteristics of social networks, 

including the trust built via social interactions among users. 

This research focuses on device-to-device (D2D) interactions, 

in-network caching, and mobile edge computing (MEC). This 

study does not sufficiently explore the proposed integrated 

framework to address an energy-efficient resource allocation 

strategy. 

In 2018, Wei W. et al. [19] described Using attribute-

based encryption techniques, fractal intelligent privacy 

protection is provided in OSN. In order to address security and 

privacy concerns in OSNs, this study offers an intelligent 

privacy protection approach. Support vector machines were 

utilised to preprocess the OSN data before applying the 

attribute-based encryption method to encrypt it. Finally, a 

particle swarm optimisation technique was used to increase 

OSN security and privacy protection. This paper overlooked 

the topological similarity attack in OSN.  

In 2019, Ahmed, A.I.A., et al. [20] examined basics, 

taxonomy, and open research difficulties for the Internet of 

Things' reputation and trust. Some IoT entities may be 

physically seized by attackers because of the potential for 

uncontrolled and unsupervised deployment. This paper 

presented a thematic taxonomy for trust in the Internet of 

Things. It considers a number of issues, including the duties 

of trust entities, their attributes, their applications, their levels 

of trust management, their metrics, their trust calculation 

algorithms, and their vulnerability to TR assaults. 

In 2021, Wang F. et al. [21] have suggested increasing 

your impact on social networks that are competitive. First, a 

brand-new competitive influence diffusion model based on 

trust replicating the spread of positive and negative influence 

was created. Second, generalised network flows were 

employed to calculate influence probabilities after estimating 

trust levels. Finally, an effective method for trust-based 

competitive influence maximisation was developed utilising a 

heuristic pruning technique. This work does not optimise the 

competitive effect on large-scale datasets.  

In 2018, He, Y. et al. [22] presented mobile edge 

computing, caching, and device-to-device communication, 

secure social networks may be accessed in 5g systems. This 

article in this paper introduces a social trust model that 

enhances the security of MSNs. Utilising Google TensorFlow, 

the suggested deep reinforcement learning method was put 

into practise. Using simulation results with different network 
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characteristics, the effectiveness of the recommended 

technique was proved. 

In 2021, Mohammadi V. et al. [23] examined a buddy 

selection algorithm for the social Internet of Things that is 

based on trust. A general reference model and optimisation 

decision theory were developed for the best buddy selection to 

conserve resources. This created a network with good 

connectivity by decreasing the average distance and 

increasing the number of links. Users also benefited from 

scale-free degree distribution, which showed the presence of 

hubs or high-degree nodes. 

In 2017, Cui L. et al. [24] suggested investigating a 

recommendation system for OSN movies based on trust. This 

article focused on the issue that the present video 

recommendation techniques for videos on OSN are not 

addressing the users' demands. In this study, a user discovery 

model and a video discovery model were combined as part of 

a novel trust-based video recommendation technique. A 

sophisticated mathematical model for a theoretical 

examination of the performance was not presented in the 

study. 

In 2021, Liu, Z.J. et al. [25] recommended the benefits of 

mobile social networking and trust management: A method 

for assurance and security. This study claimed that issues with 

trust management in global crowdsourcing initiatives are 

caused by the enormous volumes of questionable data. This 

research argued that intuitively-based techniques for data 

verification should be used with functional algorithms for 

news filtering. It was anticipated that the suggested method 

would decrease the number of variables influencing the 

accuracy of crowdsourced data analysis. 

3. Problem Methodology and System Design 
3.1. Problem Statement 

Social networking plays a significant role on the internet, 

transforming interpersonal connections into channels for 

information to flow. This implies that human decisions 

influence the way information travels online to a great extent. 

Information security, therefore, depends on the caliber of the 

users' collective judgments. Recently, several control systems 

have been put out to limit the spread of information in online 

social networks without authorisation; nevertheless, 

procedures are still required to assess the danger of 

information leakage inside social networks. The popularity of 

sharing information and images in online social networks as a 

way to keep in touch with friends has increased as social 

media technology has developed. However, a malevolent 

observer may find it simpler to infer private information about 

persons who appear in a collection containing photographs 

due to the wealth of information included in it. Recently, there 

has been a lot of focus on the concern of privacy revelation 

brought on by the sharing of data with photographs. Publishers 

of the data with photos should consider all linked users' 

privacy while distributing data with images that involve many 

users. (A. Satish Kumar & S. Revathy, Review on Social 

Network Trust With Respect To Big Data Analytics, 2020) 

The data of a few users may be in danger if a user 

distributes a set of data that contains other users, even if 

different users often have different ideas about who has 

authority over the data. Trust-based tool for achieving 

coordinated confidentiality management. Consumers' views 

are weighed as per the user trust values, which are reviewed 

when users' privacy is impacted. Peer-to-peer is suggested to 

balance the confidentiality secured by the information shared 

with others and anonymisation. (A. Satish Kumar & S. 

Revathy, An Integrated Privacy on OSN using Advanced 

Trust Policy, 2021) 

3.2. Dataset Description 

Simulations run using both real-world data and synthetic. 

Small-world networks and s Scale-free networks can be 

produced using Muchnik's complex network package. The 

scale-free network consists of 1000 nodes and 20001 

undirected edges. The average clustering coefficient is 0.052, 

and the average node degree is 20. There are 20,000 

undirected edges and 1000 nodes in the small-world network. 

The average clustering coefficient is 0.105, and the average 

node degree is 20. Designers use Facebook data from the 

Stanford large network dataset collection for modelling 

purposes. The Facebook network consists of 88234 undirected 

edges and 4039 nodes. The clustering coefficient average is 

0.276, with an average node degree of almost 22. 

3.3. Proposed Methodology 

In order to ensure that the user receives a high long-turn 

payoff—the difference between the gain from posting data and 

the privacy loss brought on by other users—this work 

establishes a trust-based threshold in the mechanism. The 

multi-armed bandit (MAB) problem formulation of the 

parameter selection problem is solved in this paper using the 

Thompson Sampling (TS) algorithm. This section deals with 

the proposed work of this paper. Fig. 1 explains that the black 

arrowed line's thickness represents the stakeholder's 

truthfulness to the owner. The blue arrowed line's thickness 

represents stakeholder trust in the owner. After the owner 

determines whether to post the data, the stakeholder's degree 

of trust in the owner is updated. The stakeholder's degree of 

confidence in other individuals is shown by the thickness of 

the green arrowed line. (A. Satish Kumar & S. Revathy, A 

hybrid soft computing with big data analytics based protection 

and recovery strategy for security enhancement in large scale 

real world online social networks, 2022) Following the 

publisher's delivery of photographs and information to the 

receiver that has been anonymised, each stakeholder's 

evaluation of the publisher is updated. 
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Fig. 1 A mechanism for trust-based privacy management

3.3.1. Social Networking Sites Online 

𝑅 =  (𝐸, 𝐷), a directed graph with edge labels, where E 

denotes the set of vertices and D denotes the set of edges, is 

used to represent social networking sites online. Each vertex 

denotes a user. Each edge represents a connection between 

two users in the graph. Let 𝑇𝑅  stand for the collection of 

relationship types that the OSN accepts. A 3-tuple 

(𝑣𝑎, 𝑣𝑏 , 𝑣𝑏𝑎)  can be used to describe the edge between 

users 𝑣𝑎 𝑎𝑛𝑑 𝑣𝑏  , where 𝑟𝑎𝑏 ∈ 𝑇𝑅 is the label attached to the 

edge and calculates the distance between any two users by 

swapping out directed edges in G for un-directed ones. If a 

path is made available to a pair of users (𝑣𝑎 , 𝑣𝑏), the length of 

the shortest route between them is defined as the distance 𝐷𝑎𝑏 . 

No route connecting users 𝑣𝑎  𝑎𝑛𝑑 𝑣𝑏 , so researchers set 

𝐷𝑎𝑏 = ∞.  

3.3.2. Trust Evaluation 

The privacy management mechanism suggested in this 

paper relies heavily on trust. 𝑇𝑎𝑏 is representing the trust 

between any two users, 𝑣𝑎  𝑎𝑛𝑑 𝑣𝑏 , whether or not they are 

directly connected by an edge. 𝑇𝑎𝑏 ∈ [0,1] is defined. User 

𝑣𝑎   is more trusted by the user 𝑣𝑏  when 𝑇𝑎𝑏 is higher. The 

symbol for the user 𝑣𝑏 confidence in user 𝑣𝑎   is 𝑣𝑏𝑎. In most 

cases, 𝑣𝑎𝑏 ≠ 𝑣𝑏𝑎. To assess trust in social networks, several 

models, including interaction-based models and network 

structure-based models, have been put forth. This research 

concentrates on how collective privacy management may be 

accomplished through user trust. In this case, first, determine 

the starting trust levels by applying a recently suggested 

equation in Eq. (1). As per the newly proposed trust model, 

both the indirect and direct trust is computed for each of the 

users.  

𝑇𝑣𝑎,𝑣𝑏 = [(𝑊𝐷 ∗ 𝐷𝑇𝑣𝑎,𝑣𝑏 + 𝑊𝐼 ∗ 𝐼𝑇𝑣𝑎,𝑣𝑏)] ∗
𝑆𝑣𝑎,𝑣𝑏

𝑆𝑣𝑎,𝑣𝑏+𝐹𝑣𝑎,𝑣𝑏
∗

𝐷𝑣𝑎,𝑣𝑏
      (1) 

𝐷𝑇𝑣𝑎,𝑣𝑏 = ∑ 𝑊𝑚 ∗
𝑆𝑣𝑎,𝑣𝑏+1

𝑆𝑣𝑎,𝑣𝑏+𝐹𝑣𝑎,𝑣𝑏+2

𝑘
𝑚=1 ∗ 𝑡𝑚

𝑣𝑎,𝑣𝑏             (2) 

𝐼𝑇𝑣𝑎,𝑣𝑏 = ∑ 𝑊𝑣𝑎,𝑁𝑗
∗ 𝐷𝑇𝑛

𝑗=1    (3) 

Here, total trust 𝑇  is a function of 𝐷𝑇𝑣𝑎,𝑣𝑏  and 𝐼𝑇𝑣𝑎,𝑣𝑏 

where 𝑊𝐷  and 𝑊𝐼  are the weight assigned, 𝑊𝑣𝑎,𝑁𝑗
 is the 

recommendation's weight for the jth neighboring node, 𝑆𝑣𝑎,𝑣𝑏 

defines the success rate, 𝐹𝑣𝑎,𝑣𝑏 defines the failure rate and 𝑊𝑚 

is the trust of each metric. 

If users 𝑣𝑎  𝑎𝑛𝑑 𝑣𝑏  are given, 𝑇𝑎𝑏 = 0  if 𝐷𝑎𝑏 = ∞ . 

When 𝐷𝑎𝑏 = 1, and the two users are connected directly; the 

kind of connection 𝑅𝑎𝑏 determines the value of the positive 

constant 𝑇𝑎𝑏 . 𝑇𝑎𝑏  is determined by using using the trust's 

transitivity characteristic to determine its value, 

𝑇𝑎𝑏 = Π
𝑐=1,…,𝐷𝑎𝑏 (𝑣𝑝𝑐

,𝑣𝑝𝑐+1
)∈𝑃𝑎𝑡ℎ𝑎𝑏

𝑇𝑝𝑐𝑝𝑐+1
      (4) 

Where 𝑝1 = 𝑎 and  𝑝𝐷𝑎𝑏 +1 = 𝑏 ; The term 𝑃𝑎𝑡ℎ𝑎𝑏  

designates the shortest route between users 𝑣𝑎  to  𝑣𝑏 where 

(𝑣𝑝𝑐
, 𝑣𝑝𝑐+1

) signify two neighbouring users on the path. 
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Given that the trust value can range from 0 to 1, The 

relationship between the two users' trust in one another is 

suggested by Eq. (4) to decrease as their distance grows. 

3.3.3. Control of Multiple Parties 

The ability for users to easily access data with others is a 

key component of OSNs. In order to submit a message, the 

user can:  

• Share the data item, like an image, a video, or a text, in 

their own space or another user's space. 

• Distribute a piece of information already published by 

making it available in one's own location. 

Declare the user to be the data owner in the 

aforementioned two situations. 𝐷 is defined as a given data 

item, and the owner of 𝐷 is represented as 𝑂𝐷. If d contains 

various users, the users co-own d. Apart from 𝑂𝐷  all users 

connected with 𝐷  are called stakeholders. 𝐻𝐷  defines the 

group of stakeholders. It should be emphasised that every 

stakeholder ℎ ∈ 𝐻𝐷  may possess a duplicate of 𝐷  ( 𝐷′ ) that 

contains the exact same information as 𝐷. Consider the two 

data items 𝐷 and  𝐷′  separately if the stakeholder h and the 

owner 𝑂𝐷 both want to publish the data items at the same time. 

This means that the stakeholder h is treated as the stakeholder 

for the data item 𝐷 and the owner. 𝑂𝐷 is treated as the owner. 

In order to restrict who has access, the data owner must 

include the privacy policy when uploading the data under item 

𝐷. Let 𝑢𝐴
𝑂 stand for the group of users who have permission 

from the owner. 𝑢𝐴
𝑂  is typically determined in practice by the 

kind of relationship. The owner will lose privacy if any 

unauthorised user accesses the data. The symbol 𝑢𝑈
𝑂 should be 

used to signify a group of users who are not allowed to access 

data item 𝐷. Loss of privacy for the owner is indicated by the 

symbol 𝑝𝑂, written as, 

𝑝𝑂 = |𝑢𝑈
𝑂|𝛿𝑂              (5) 

where the owner-specified sensitivity of 𝐷 is indicated by 

𝛿𝑂 ∈ [0,1] and |𝑢𝑈
𝑂| stands for the number of users in 𝑢𝑈

𝑂. The 

data item is more sensitive the higher the value of 𝛿𝑂 is. Each 

stakeholder ℎ ∈ 𝐻𝐷 can theoretically specify his or her 

privacy policy if several people are involved in data item 𝐷. 

Let 𝑢𝐴
ℎ stand for the collection of permitted users identified by 

the stakeholder  ℎ . For a specific data item, various users 

typically have different privacy policies. In other terms, policy 

disputes between different users are unavoidable.  

Owner posting data without taking stakeholder policy 

into account, the stakeholder will lose privacy if 𝑢𝐴
ℎ ≠ 𝑢𝐴

𝑂  
and 𝑢𝐴

𝑂 ⊄ 𝑢𝐴
ℎ. The stakeholder ℎ privacy loss, indicated by the 

letter 𝑝ℎ, can be described as, 

𝑝ℎ = |𝑢𝐴
𝑂\𝑢𝐴

ℎ|𝛿ℎ,       (6) 

where 𝑢𝐴
𝑂\𝑢𝐴

ℎ  identifies the group of users who have been 

given permission by the owner but have been refused by the 

stakeholder, and 𝛿ℎ ∈ [0,1] indicates the sensitivity of 𝐷  as 

determined by the stakeholder. The loss of privacy to the 

stakeholders might be eliminated if the owner is considerate, 

the owner requests consent from all stakeholders and bases 

their decision on their opinions.  

3.4. Collaborative Privacy Management Based on Trust 

In order to encourage the owner to consult the 

stakeholders and reach a decision about how to address the 

privacy conflict resulting from the owner's privacy and the 

stakeholders' policies, this section of the article recommends 

a trust-based approach. The proposed mechanism's key is to 

link a loss of privacy with a loss of trust. The trust-based 

method is defined, and it is potential to promote a user to 

preserve the privacy of others is tested. 

3.4.1. Voting System Employing Trust 

Consider two cases once provided the related owner 𝑂𝐷, 

set of stakeholders 𝐻𝐷 and data item 𝐷, 

1) Without seeking permission from the stakeholders, the 

owner posts data directly. For stakeholder ℎ ∈ 𝐻𝐷  to assess 

the privacy loss 𝑝ℎ, they must be aware of 𝑢𝐴
𝑂. ℎ cannot fully 

observe 𝑢𝐴
𝑂  owner has given users permission and is only 

known by the service provider and the app owner. Binary 

number to represent the loss of privacy 𝑝ℎ  = 1 if the 

stakeholders feel that their privacy has been violated, 

otherwise 𝑝ℎ= 0. The stakeholder will have less faith in the 

owner if 𝑝ℎ > 0. A significant drop in trust results from a high 

privacy loss. Let 𝑡ℎ𝑜 represent ℎ faith in 𝑂𝐷 before 𝐷 posting. 

The new trust value 𝑡′
ℎ𝑜 is calculated after 𝐷 is posted. 

𝑡′
ℎ𝑜 = 𝑡ℎ𝑜𝑘(𝑝ℎ),   (7) 

where 𝑝ℎ  the decreasing function is denoted by 𝑘(∙) . 

There is 𝑘(𝑝ℎ) ∈ [0,1] for any 𝑝ℎ ≥ 0,  define 𝑘(0) = 1  to 

mean that, in the absence of a privacy loss, stakeholders 

continue to have faith in the owner.. 𝑘(∙) defined by, 

𝑘(𝑝ℎ) =
2𝑒−𝑝ℎ

1+𝑒−𝑝ℎ
   (8) 

2) Before publishing the data, the owner requests stakeholders 

for their feedback: The owner's ultimate choice in this 

situation will determine whether a stakeholder loses privacy. 

Assume the owner uses a voting procedure to incorporate the 

stakeholders' points of view. The owner advises all 𝐻𝐷 

stakeholders of his or her privacy policy for relationship types 

prior to uploading the data item 𝐷. It should be emphasised 

that the service provider might act as the owner's agent to 

notify the stakeholders if the owner tags each stakeholder in 

𝐷 . Depending on his or her privacy policies with 𝐷 , each 

stakeholder ℎ ∈ 𝐻𝐷  determines whether to endorse the 

owner's policy. To represent ℎ opinion, use a binary variable 

called 𝑦ℎ: The owner's policy is approved if 𝑦ℎ = 1, and it is 
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disapproved if 𝑦ℎ = 0. The stakeholder's viewpoint 𝑦ℎ can be 

viewed as their vote. The results of the vote, which are 

calculated as an overall opinion 𝑦̅, 

𝑦̅ =
∑ 𝑦ℎ𝑡𝑜ℎℎ∈𝐻𝐷

∑ 𝑡𝑜ℎℎ∈𝐻𝐷

,              (9) 

where 𝑡𝑜ℎ  represents the owner's faith in the stakeholder 

ℎ. A binary variable named 𝑣𝑜  represents the owner's ultimate 

decision: if 𝑣𝑜 = 1, Unless the owner posts the data, the data 

will not be uploaded. Eq. (10) is used to determine the value 

of 𝑣𝑜: 

𝑣𝑜 = {
1,   𝑖𝑓 𝑦̅ ≥ 𝑦ℎ𝑡

0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
               (10) 

where the owner-specified threshold, 𝑦ℎ𝑡 ∈ [0,1] . 

Essentially, 𝑦ℎ𝑡 depends on the owner's willingness to make 

the data to others' reach. The barrier will be set to a small value 

if the owner is keen to release the information. In the unlikely 

event that 𝑦ℎ𝑡 = 0, the owner will post 𝐷  regardless of the 

stakeholders' opinions. It is the same as when someone puts 

their info online without asking permission. Stakeholders can 

assess privacy loss 𝑝ℎ once the 𝑣𝑜  is known. To compute 𝑝ℎ if 

𝑢𝐴
𝑂   is known to ℎ. If not, 𝑝ℎ  is reduced to a binary number. If 

𝑝ℎ  is greater than 0, the stakeholder's confidence in the owner 

will decline. However, if 𝑝ℎ = 0, the stakeholder will have 

slightly more faith in the owner because they believe the 

owner respects their right to privacy. Eq. (11) updates the 

stakeholder's faith in the owner: 

𝑡′
ℎ𝑜 = {

𝑖(𝑡ℎ𝑜), 𝑖𝑓 𝑝ℎ = 0,

𝑡ℎ𝑜𝑘(𝑝ℎ),   𝑖𝑓 𝑝ℎ > 0,
  (11) 

where 𝑖(∙) is defined as an increasing function of 𝑡ℎ𝑜 and 

appeases 𝑖(𝑡ℎ𝑜) > 𝑡ℎ𝑜 and 𝑖(∙) is given by 

𝑖(𝑡ℎ𝑜) = 𝑡ℎ𝑜
∈  , where 0 < ∈ < 1  (12) 

3.4.2. Trust as a Motivator 

To address the lack of trust and lack of collaboration 

comparable to peer-to-peer (P2P) systems and to provide bare-

bones privacy among social network users, this solution uses 

the trust connections built into the social network application 

itself. The trust values are updated to reflect stakeholder 

privacy losses in addition to being used to weigh stakeholder 

votes. The stakeholder's confidence in the owner will decline 

if the owner uploads a data item and violates their right to 

privacy, according to the new rule of the trust value. Let us 

imagine future stakeholder ℎ  wishes to upload a data item 

regarding the owner 𝑂𝐷. Stakeholders ℎ will give the owner. 

𝑂𝐷 viewpoint less weight even if ℎ begs for it since they have 

little trust in 𝑂𝐷 . As a result, it is more probable that the 

stakeholder's final judgement will differ from what the owner 

believes. The danger that the data owner may lose their 

privacy therefore increases. Some of the stakeholders may be 

more inclined to trust the data owner if they solicit the 

stakeholders' opinions before posting the information. When 

these stakeholders seek approval to post data in the future, the 

owner 𝑂𝐷 opinions will be more respected, and there will be 

less of a chance that privacy will be compromised. It is advised 

to analyse the interactions between user privacy protection 

preferences using an evolutionary game model. According to 

the game paradigm, user interactions only occur within 

communities. In this problem scenario, the owner and the 

stakeholders form a unique community in which the owner's 

choice may directly or indirectly influence the stakeholders' 

privacy. 

Introduce the notion of reputation to comprehend better 

how the trust-based mechanism could encourage the user to 

look for other users' opinions. Regarding a user's reputation on 

𝑟𝑖 . 

𝑟𝑒𝑝(𝑟𝑖) = ∑ 𝑇𝑗𝑖𝑟𝑗≠𝑟𝑖
  (13) 

where 𝑇𝑗𝑖  represents the user 𝑟𝑗  confidence in user 𝑟𝑖. Due 

to the significant influence that a user's reputation will have 

on other users' decisions to submit information in the future, it 

is more probable that they will only experience little privacy 

loss in the future. A user's reputation will change as a result of 

their actions if they want to submit a co-owned data item. 

Given a data item 𝐷 , its corresponding owner 𝑂𝐷 , and the 

group of stakeholders 𝐻𝐷, the owner 𝑂𝐷 reputation will suffer 

if they upload the data item without first getting the 

stakeholders' consent. 

∆𝐼= ∑ 𝑡ℎ𝑜ℎ∈𝐻𝐷
(1 − 𝑘(𝑝ℎ))            (14) 

Owner 𝑂𝐷 reputation will suffer if it asks for feedback 

from the stakeholders before deciding to publish the data. 

∆𝐼𝐼= ∑ (𝑡ℎ𝑜 − 𝑖(𝑡ℎ𝑜))ℎ∈𝐻𝐷
𝟙 (𝑝ℎ = 0) +

∑ 𝑡ℎ𝑜ℎ∈𝐻𝐷
(1 − 𝑘(𝑝ℎ)) 𝟙 (𝑝ℎ > 0)   (15) 

Owner 𝑂𝐷 reputation will suffer if it decides not to post 

the data after asking stakeholders for their opinions.  

∆𝐼𝐼𝐼= ∑ (𝑡ℎ𝑜 − 𝑖(𝑡ℎ𝑜))ℎ∈𝐻𝐷
  (16) 

∆𝐼 − ∆𝐼𝐼= ∑ (𝑖(𝑡ℎ𝑜) − 𝑡ℎ𝑜)ℎ∈𝐻𝐷
 𝟙 (𝑝ℎ = 0) > 0 

                  (17) 

∆𝐼 − ∆𝐼𝐼𝐼= ∑ (𝑖(𝑡ℎ𝑜) − 𝑘(𝑝ℎ)𝑡ℎ𝑜)ℎ∈𝐻𝐷
> 0  

                 (18) 

P2P makes use of a decentralised architecture. Superior 

robustness, balanced load, and security are advantages of a 

P2P network over a traditional centrally managed network. 

P2P networks are extremely resilient. The service system's 

networks are dispersed all over. Damage to particular 

networks or loads has a positive impact on other components. 

As a result, specific points of failure can be successfully 
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avoided. When one or more nodes in a peer-to-peer (P2P) 

network collapse, the remaining peers may change the 

architecture on their own, maintaining internet connections 

and data delivery. P2P provides respectable security. Since a 

centralised connection is unnecessary, data transfer is 

distributed among the units. Personal data leakage is much less 

likely. Any user can offer broadcast services, greatly 

increasing the adaptability and dependability of encrypted 

communications. The peer-to-peer (P2P) network contains 

two parts: the Resource and Search Modules. The Resource 

Module can be used to describe a peer's assets accurately. The 

Search Module is in charge of handling and generating the 

customers' search queries. Asking stakeholders for their 

opinions will result in a smaller loss of the owner's reputation 

than simply posting data. Consequently, motivated by the 

need to preserve their privacy, users will opt to solicit 

feedback to maintain their good name and conduct simulations 

to demonstrate how accepting to preserve the user's privacy 

better secrecy is beneficial.  

3.4.3. Privacy Maintenance through Mediator 

The trust-based system discussed above may coordinate 

amongst different users without using an intermediary. The 

stakeholder is not necessary to know specifically which users 

the owner has granted permission to use the system in order 

for the stakeholder to provide basic input when deciding 

whether to upload data. The owner of a data item is defined as 

the first user to select to submit the data item, given a data item 

D and the group of users associated with it. Stakeholders refer 

to the remaining users. According to the owner, 𝐷  is 

accessible to users in the set 𝑢𝐴
𝑂. Before 𝐷 is made accessible 

to users in 𝑢𝐴
𝑂, all parties engaged in 𝐻𝐷 will be informed. The 

mediator is subsequently made aware of each party's privacy 

policies as well as the data item's allocated sensitivity value. 

In this case, the mediator is assumed to be fully aware of the 

owners' and stakeholders' approved user lists. In other words, 

the mediator is aware of 𝑢𝐴
𝑂 , and for ℎ ∈ 𝐻𝐷 , 𝑢𝐴

ℎ  is called a 

mediator.  

Based on what other users 𝑟𝑖 ∈ {𝑂𝐷} ∪ 𝐻𝐷 , each user 

determines whether or not to publish. For any two users 

𝑟𝑖, 𝑟𝑗 ∈ {𝑂𝐷} ∪ 𝐻𝐷, let 𝑏𝑖𝑗 ∈ {0,1}  signify the user 𝑟𝑗  opinion 

on the user  𝑟𝑖  privacy policy. User  𝑟𝑗  is unaware of which 

users are 𝑟𝑖  approved users, the mediator can calculate 

𝑟𝑗  privacy loss denoted as 𝑝𝑗𝑖 , should 𝑟𝑖  post d as intended. 

Assuming the mediator sends 𝑝𝑗𝑖 to user 𝑟𝑗, 𝑟𝑗  can use 𝑝𝑗𝑖  as a 

guide and conclude about 𝑟𝑗  viewpoint 𝑝𝑗𝑖 . The mediator 

determines the potential privacy loss for each user 𝑟𝑖, gathers 

the views of those users, and then communicates those 

opinions to each user 𝑟𝑖 . The user 𝑟𝑖  can then determine the 

consensus and decide whether to upload the data item or not. 

Once more, the belief that the user 𝑟𝑖  has in user 𝑟𝑗 affects the 

latter's judgement. Use the binary variable 𝑎𝑖 to indicate the 

final decision made by user 𝑟𝑖 . User {𝑂𝐷} ∪ 𝐻𝐷  can re-

evaluate trust in the user 𝑟𝑖. With the assistance of a mediator, 

the tailored approach described earlier gives all participating 

users the power to decide when to upload the data item. Thus, 

users can avoid having to interact recurrently. 

3.5. Protecting Privacy and Sharing Data 

The user can keep up a good reputation by never posting 

information that will reveal the privacy of other users. The 

user's privacy may be well maintained since other users highly 

appreciate the user's thoughts. In the study of data privacy, 

striking a balance between privacy and sharing of data is 

essential. To choose the optimum threshold, model it as a 

multi-armed bandit problem and use the top trust bound 

policy.  

3.5.1. Decision-Making in Sequence 

The user of an OSN continues to upload data until they 

quit utilising OSN altogether. For user 𝑟 ∈ 𝑅 , provide the 

order of time at which they want to upload jointly owned data 

as 1, 2, … , 𝑇. At time 𝑡 ∈ 1, 2, … , 𝑇, the user wishes to upload 

a co-owned data called 𝐷𝑡 . Compiling stakeholder opinion, 

the decision-maker compares aggregated opinion with 

threshold 𝑦ℎ𝑡 . Introduce variable 𝑥𝑡 ,  quantify the value the 

user receives from sharing of 𝐷𝑡 . If 𝐷𝑡  is uploaded, then 𝑥𝑡 =
1; else, 𝑥𝑡 = 0. 

Between time 𝑡 and time 𝑡 + 1, user 𝑟 does not post co-

owned data, but others may publish data connected to the user, 

which might cause the users to lose privacy. Let, 𝑚𝑡  represent 

the entire amount of privacy user 𝑟  has lost between 𝑡  and 

time 𝑡 + 1. Define 𝑚𝑡   as follows to compare the privacy loss 

against the benefit 𝑥𝑡. 

𝑚𝑡 =
𝑄𝑡,𝑡+1

𝑆𝑡,𝑡+1
         (19) 

Where  𝑆𝑡,𝑡+1 indicates how frequently other users intend 

to post information about user 𝑟  between 𝑡  and 𝑡 + 1 , and 

𝑄𝑡,𝑡+1  indicates how frequently a user 𝑟  loses privacy as a 

result of other users. 𝑄𝑡,𝑡+1, 𝑆𝑡,𝑡+1 observe that 0 ≤ 𝑚𝑡 ≤ 1. 

𝑆𝑡,𝑡+1 is a random number from the viewpoint of the user 

𝑟 . Regarding 𝑄𝑡,𝑡+1 , the reputation of the user 𝑟  at time 𝑡 

determines if others will invade their privacy throughout the 

period ( 𝑡  and 𝑡 + 1 ). Let 𝑟𝑒𝑝𝑡  represent user 𝑟  reputation 

following their choice to post data at time 𝑡. You can think of 

the privacy loss  𝑚𝑡  as a random variable connected to the 

𝑟𝑒𝑝𝑡 . The user is less likely to lose privacy the higher their 

reputation. The way the user chooses the threshold 𝑦ℎ𝑡, which 

effectively determines how reputation and update rules of trust 

are affected, changes to the user's reputation time 𝑡, and they 

differ between 𝑟𝑒𝑝𝑡  and 𝑟𝑒𝑝𝑡−1 is how the user gathers the 

views of stakeholders. 

The Threshold 𝑦ℎ𝑡  selected at the time, 𝑡 determines how 

much privacy is lost at the time 𝑚𝑡, a random variable. When 

user 𝑟 decides to post data at time 𝑡, the reward is defined as 

follows: 
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𝑂𝑡 = 𝑥𝑡 − 𝑚𝑡   (20) 

Then 𝑂𝑡  can be thought of as a random variable. If it is 

expected that a model independent of the degree of trust 

between users may describe users' propensity to publish co-

owned data items, it is further shown that the distribution of 

𝑂𝑡  is wholly dictated by the threshold 𝑦ℎ𝑡 . Given 𝑦ℎ𝑡 , the 

anticipated payout 𝑡 may be represented as follows. 

𝜇𝑡 = 𝑓𝑢𝑡(𝑦ℎ𝑡)   (21) 

Since the user 𝑟  is unaware of the model mentioned 

above, both distribution 𝑂𝑡  and function 𝑓𝑢𝑡(∙) un-known. 

3.5.2. Formulation of Bandit 

The benefit of loss of privacy and data sharing are 

combined to form the payoff and talked about the connection 

between the payoff and the 𝑦ℎ𝑡  threshold. The user's objective 

is to choose a suitable threshold to increase the payoff. 

Because the user publishes data sequentially and user trust 

levels fluctuate over time, the threshold has to be constantly 

changed.  

The user must decide whether focus on the threshold that 

so far yielded the highest payment based on existing 

information or look into thresholds that provide higher payoffs 

in future. Sequential decision-making is formalised as a bandit 

problem to handle trade-offs between exploration and 

exploitation. 

Assume user 𝑟 chooses threshold from the set, where 𝑁 

is a positive integer and Θ ≜ {𝜃𝑖 |𝜃𝑖 =
𝑖

𝑁
, 𝑖 = 1, … , 𝑁}. Limit 

the threshold to a set of discrete numbers to keep things 

simple. In bandit language, each threshold 𝜃𝑖 ∈ Θ is referred 

to as an arm. If the user chooses, 𝜃𝑖  at time 𝑡, they will be 

rewarded with 𝑟𝑒𝑖,𝑡 ≜ 𝑂𝑡 . From an undisclosed probability 

distribution connected to the arm, the prize is selected at 

random. The estimated payoff for each arm 𝜃𝑖 ∈ Θ is 

𝜇𝑖 = 𝑓𝑢𝑡(𝜃𝑖)   (22)  

To choose the best arm, the user must employ a learning 

strategy 𝜃𝐼 without knowing the function 𝑓𝑢𝑡(∙), where 

𝐼∗ = 𝑎𝑟𝑔 max
𝑖=1,…,𝑁

𝜇𝑖    (23) 

In a learning policy, {𝜎𝑡}  indicates mapping from 

observed history up to time 𝑡 − 1  to the index of arm chosen 

at time 𝑡, designated by the letter It. This mapping defines a 

collection of mappings. The effectiveness learning policy is 

often evaluated by comparing the benefits accrued by it to 

incentives accrued by an ideal benchmark strategy that always 

selects the best arm. Below is an official definition of regret. 

𝑅𝐸(𝑇) = 𝑇𝜇𝐼 ∗ −𝔼 ∑ 𝜇𝐼𝑡
,𝑇

𝑡=1   (24) 

The expectation is taken into consideration over any 

potential unpredictability in the learning procedure where T 

defines the time horizon.  

According to the above-described bandit formulation, the 

reward 𝑟𝑒𝑖,𝑡 associated with each arm is mostly random due to 

the privacy loss that occurs between time 𝑡  to time 𝑡  + 1. 

Additionally, the loss is intimately tied to user reputation. 

Because 𝑟𝑒𝑝𝑡  varies with 𝑡 , the probability distribution of 

reward is time variant. As a result, abbreviate the notation 

𝑓𝑢𝑡(∙). The study of the well-known stochastic bandit issue 

assumes that reward distribution for each arm is time-

invariant; therefore, the optimal arm is fixed. The optimum 

arm in this scenario may change over time. 

The issue is the same as the adversarial bandit problem, 

which is independent of statistical forecasts on the nature of 

reward generation. In an adversarial bandit problem, the 

reward for an arm is determined by an opponent by the 

particular probability distribution. In the suggested bandit 

dilemma, rewards of arms rely on the history of the user's 

interactions with other users, which affects the user's 

reputation. This is comparable to the scenario where an 

unknowing opponent chooses incentives based on prior 

interactions between users.  

Analysing an issue with hostile bandits can be 

challenging. The method of generating incentives is not 

completely random, assuming a particular model for users' 

inclination to contribute co-owned data. Despite not being 

stationary, stochastic distributions can still be used to simulate 

the advantages. To evaluate the effectiveness of the learning 

strategy, substitute mild regret, which is recommended for 

conflicted bandit issues. According to the government, weak 

remorse is described as, 

𝑅𝑤𝑒𝑎𝑘1(𝑇) = max
𝑖=1,…,𝑁

∑ 𝑟𝑒𝑖,𝑡 − ∑ 𝑟𝑒𝐼𝑡,𝑡
𝑇
𝑡=1

𝑇
𝑡=1       (25) 

Similar to regret, weak regret compares a learning policy 

to a hypothetical-benchmark-policy chooses the "best" arm in 

order to assess how successful the learning policy is. The 

optimal arm in the concept of weak regret can only be 

determined after the event; ∑ 𝑟𝑒𝑖,𝑡
𝑇
𝑡=1  it is the one that results 

in the highest total benefit. 

3.5.3. Knowledge Strategy 

The reward allocation of different arms is designed by the 

Bayesian probabilistic method by Thompson Sampling (TS) 

algorithm. By utilising Bayesian prediction, TS, a randomly 

chosen algorithm, can evaluate the reward probability 𝜃𝑝 

connected to each arm 𝑝  of MAB. The state of a system 

intended for 𝑝 armed MABs can therefore be fully specified 

by {(𝛼𝑖
1, 𝛽𝑖

1), (𝛼𝑖
2, 𝛽𝑖

2), … (𝛼𝑖
𝑝

, 𝛽𝑖
𝑝

)} after conducting 𝑖  MAB 

trials and estimating the reward probability 𝑝 of each arm 𝑝 

using a posterior distribution over possible estimates, 

𝐵𝑒𝑡𝑎(𝛼𝑖
𝑝

, 𝛽𝑖
𝑝

) . Each trial's arm is chosen by drawing one 
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sample from the random variable 

Θ̂𝑖
𝑝

, Θ̂𝑖
𝑝

~𝐵𝑒𝑡𝑎(𝛼𝑖
𝑝

, 𝛽𝑖
𝑝

) where 𝑝 = 1,2,3, … , 𝑝, and playing the 

arm with the highest sample value. Using the mentioned, arm 

k will be played is  𝑃𝑅(𝜃̂𝑝 > 𝜃̂1 ∧ 𝜃̂𝑝 > 𝜃̂2 ∧ 𝜃̂𝑝 >

𝜃̂3 … 𝜃̂𝑝 > 𝜃̂𝑝) , but the great thing about TS is that the 

probability does not have to be calculated explicitly. Bandit 

problems frequently use the TS put forth.  

The core idea of TS is to predict the unknown expected 

reward for each arm based on previously reported arm 

rewards. Even if the TS policy may be applied to the presented 

issue, it is difficult to assess the regret conceptually. How to 

evaluate how effectively the learning policy is working is 

determined by using an empirical technique. 

4. Result and Discussion 
4.1. Experimental Setup 

PYTHON has been used to implement the recommended 

model. The performance of the proposed approach and current 

algorithm has been analysed and compared. The 

recommended model's precision, recall, f-measure, accuracy, 

sensitivity, and specificity have all been investigated.  

4.2. Overall Performance Analysis of Projected Model 

The test results from the suggested procedure are 

examined in this section. The projected model is compared to 

the existing models like IIR, VLT, and TM_DPM, 

respectively. Precision, recall, f-measure, accuracy, 

sensitivity, and specificity have all been included in the 

evaluation. The results acquired are shown in Table I-Table 

VI, respectively.  

 

 
Fig. 2 Overall performance analysis 

 

4.3. Analysis of Accuracy 

The accuracy is the key parameter that decides the success 

of the overall proposed model. Accuracy is a measurement of 

how closely a value corresponds to information. The 

performance of accuracy is shown in Table I. The proposed 

model has recorded the accuracy value as 95.9232614, which 

is the highest value compared to the existing models 

(TM_A_DPM = 92.7971188, VLT = 90.3961585, and IIR = 

92.5570228). The results acquired in terms of accuracy are 

graphically shown in Fig. 2. 
 

Table 1. Performance of accuracy 

Method Accuracy 

Proposed TSA 95.9232614 

Existing TM_A_DPM 92.7971188 

Existing VLT 90.3961585 

Existing IIR 92.5570228 
 

 
Fig. 3 Analysis of accuracy 

4.4. Analysis of F-Measure 

F-Measure offers a method for combining recall and 

accuracy into a single measure that encompasses both 

characteristics. The performance of the F-measure is shown in 

Table II. The proposed model has recorded the F-measure 

value as 96.01873536, which is the highest value compared to 

the existing models (TM_A_DPM = 92.68292683, VLT = 

90.45346062, and IIR = 92.65402844). Figure 3 illustrates the 

findings obtained in terms of the F-measure. 

4.5. Analysis of Precision 

The quantity of information that a value provides is 

known as precision. The performance of precision is shown in 

Table III. The proposed model has recorded the precision 

value as 96.0187354, which is the highest value compared to 

the existing models (TM_A_DPM = 92.6829268, VLT = 

90.4534606, and IIR = 92.6540284). Fig. 4 illustrates the 

findings obtained in terms of precision. 
 

Table 2. Performance of F-Measure 

Method F-Measure 

Proposed TSA 96.01873536 

Existing TM_A_DPM 92.68292683 

Existing VLT 90.45346062 

Existing IIR 92.65402844 
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Table 3. Performance of precision 

Method Precision 

Proposed TSA 96.0187354 

Existing TM_A_DPM 92.6829268 

Existing VLT 90.4534606 

Existing IIR 92.6540284 

 

 
Fig. 4 Analysis of F-Measure 

 
Fig. 5 Analysis of precision 

4.6. Analysis of Sensitivity 

The ratio of accurately classified positives to real 

positives is known as a classifier's sensitivity. The 

performance of sensitivity is shown in Table IV. The proposed 

model has recorded the sensitivity value as 96.0187354, which 

is the highest value compared to the existing models 

(TM_A_DPM = 92.6829268, VLT = 90.4534606, and IIR = 

92.6540284). In Fig. 5, the results obtained regarding 

sensitivity are represented visually. 

Table 4. Performance of sensitivity 

Method Sensitivity 

Proposed TSA 96.01873536 

Existing TM_A_DPM 92.79711885 

Existing VLT 90.45346062 

Existing IIR 92.65402844 
 

 
Fig. 6 Analysis of sensitivity 

4.7. Analysis of Recall 

The terms "recall" and "sensitivity" are equivalent. The 

performance of recall is shown in Table V. The proposed 

model has recorded the recall value as 96.0187354, which is 

the highest value compared to the existing models 

(TM_A_DPM = 92.6829268, VLT = 90.4534606, and IIR = 

92.6540284). Fig. 5 visually displays the recall data that were 

obtained. 

 

4.8. Analysis of Specificity 

The ratio of correctly identified negative data to real 

negative data is known as the specificity of a classifier. The 

performance of specificity is shown in Table VI. The proposed 

model has recorded the specificity value as 95.82309582, 

which is the highest value compared to the existing models 

(TM_A_DPM = 92.90780142, VLT = 90.33816425, and IIR 

= 92.45742092). In Fig. 7, the findings obtained in terms of 

specificity are represented visually. 
 

Table 5. Performance of recall 

Method Recall 

Proposed TSA 96.01874 

Existing TM_A_DPM 92.68293 

Existing VLT 90.45346 

Existing IIR 92.65403 
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Table 6. Performance of specificity 

Method Specificity 

Proposed TSA 95.82309582 

Existing TM_A_DPM 92.90780142 

Existing VLT 90.33816425 

Existing IIR 92.45742092 
 

 
Fig. 7 Analysis of recall 

 

 

 
Fig. 8 Analysis of specificity 

4.9. Analysis of Training Time 

The time taken to train the system defines the training 

time. The performance of training time is shown in Table VII. 

The proposed model has recorded the training time value as 

39003 sec, which is the highest value compared to the existing 

models (TM_A_DPM = 48003 sec, VLT = 53006 sec, and IIR 

= 57004 sec). Fig. 8 presents graphically the training time 

findings that were obtained. 

Table 7. Performance of training time 

Method Training Time (Sec) 

Proposed TSA 39003 

Existing TM_A_DPM 48003 

Existing VLT 53006 

Existing IIR 57004 
 

 
Fig. 9 Analysis of training time 

5. Conclusion 
The most significant platforms for people to 

communicate with others have arisen as online social 

networks (OSNs), including Google, Facebook, and Twitter. 

OSNs receive text messages, photos, and videos from 

thousands to millions of users who document their daily lives. 

Users' privacy is at stake if unauthorised parties access their 

data. In order to ensure that the user obtains a high long-turn 

return, this study defines threshold in a trust-based mechanism 

as the difference between the advantage of publishing data and 

privacy loss caused by other users.  

To deal with the lack of cooperation and trust similar to 

peer-to-peer networks. The user is given the option to choose 

between sharing data and maintaining their privacy by altering 

the suggested mechanism's parameter. The Thompson 

Sampling (TS) approach was used in this work to resolve the 

parameter selection problem's multi-armed bandit (MAB) 

issue formulation. Based on their credibility, user opinions are 

assigned a specific amount of weight, which rises when 

privacy is violated. This study used a brand-new bifold trust 

model to calculate the users' trust score.  

The publisher is required to adaptively alter the threshold 

in order to strike a balance between privacy protection and 

document sharing. Therefore, integrating trust-based trust 

values into the process of document anonymisation may assist 

in reducing the loss of user privacy. The system was designed 
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to be deployed in the PYTHON working environment, and 

simulations show that the trust-based method maintains user 

trust by safeguarding privacy and reducing information loss. 

The simulation outcomes demonstrate that the suggested 

bandit approach may provide a considerable reward and that 

the trust-based mechanism might motivate the user to respect 

users privacy. 
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