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Abstract - The purposes of this research are 1) to develop a predictive model for alerting against flash floods caused by forest 

runoff in Thailand using Artificial Intelligence and 2) to present an analysis and prediction system for alerting against flash 

floods caused by forest runoff in Thailand using Artificial Intelligence. This study developed a model from a dataset of monthly 

rainfall amounts from 2018-2021 using the Neural Networks Regression algorithm. The statistical analysis found that the highest 

value was achieved when the Learning Weight was set to 0.1, and the Learning Rate was 0.009, with an accuracy of 99.09%. 

This research demonstrates the potential for developing predictive models for alerting flash floods caused by forest runoff, using 

neural networks that can be applied in designing and developing alert systems on various platforms to help alert and reduce 

losses of life and property of the people. 

Keywords - Disaster alert system, Artificial intelligence, Prediction model, Neural network regression.  

1. Introduction 
Floods are natural disasters that occur due to water and 

have significant impacts on society and the economy. In some 

cases, floods can be caused by natural factors such as 

prolonged heavy rainfall, which affects humans, for example, 

encroachment in forested areas, dam construction, and 

inappropriate environmental systems. 

 

Floods caused by flash floods from forest runoff are 

another cause of flooding that occurs due to water flowing 

down from high areas to low-lying areas. The result is that the 

water flows faster and stronger than usual, which frequently 

happens during the rainy season when there is a significant 

volume of water in the forest. In Thailand, forest water flow 

disasters frequently occur in various areas, causing damage to 

the environment, as well as the lives and properties of people, 

from small losses to the loss of life, depending on their 

severity and nature. Additionally, it also has varying degrees 

of psychological impact. Each disaster that occurs 

simultaneously results in the loss of both property and various 

activities such as the economy, society, agriculture, industry, 

public utilities, transportation, and politics, which cannot be 

carried out normally. It must come to a halt, transportation is 

disrupted, and transportation of goods is interrupted. The price 

of medical supplies and consumer goods increases. In 

addition, 80% of Thailand's population is engaged in 

agriculture. Agricultural areas have been destroyed, leading to 

damaged crops and low productivity for farmers. This results 

in a lack of quality and income and increased costs, time, and 

labor for farmers.  

 

The impact of disasters in Thailand has resulted in 

significant damage to life and property, with the severity 

increasing due to unpredictable weather conditions. However, 

the current warning system utilizing modern technology 

remains inadequate. Various techniques and methods are 

being developed to address these challenges in managing 

natural disasters. Technology plays a crucial role in creating a 

secure environment and facilitating emergency preparedness. 

Through different channels such as loud warnings, SMS 

messages, smartphone applications, wireless technology, and 

social media, disaster warning technology aims to promptly 

alert individuals in high-risk areas. This allows them to 

prepare, take preventive measures, or evacuate from 

dangerous zones. 

 

There are several research studies, such as [1] studying 

water level measurement in rivers to propose a water level 

notification system and the speed of water using wireless 

networks. Research [2] uses a calculation method from the 

amount of rainfall from infrared satellite images and rainfall 

data that exceed 50 millimeters per day to analyze and create 

a model in hydrology for monitoring and alerting. Research[3] 

presents a methodology that utilizes meteorological and 

hydrological data to classify flooded areas and provides alerts 
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through a web application. Research[4] introduces the 

development of a prototype water level notification system, 

incorporating geographic maps and the Internet of Things 

(IoT) technology for monitoring water sources. In some 

research studies [5], geographic information systems are 

applied to analyze the development of early warning systems 

for landslides. In research [6], neural networks are used to 

predict water levels, and in research [7], artificial intelligence 

is applied to create a flood warning system in combination 

with sensor work. Research [8] develops a predictive water-

level model using various artificial intelligence models. 

Therefore, it can be seen that disaster warning prediction for 

hydrological disasters has various methods, depending on the 

environment and other factors, and also has different levels of 

accuracy. 

 

From the background and problems mentioned 

previously, utilizing advanced techniques, particularly 

artificial intelligence technology, for disaster management is 

an efficient and accurate tool. Therefore, this research focuses 

on developing a predictive model for alerting forest flood 

disasters in Thailand using artificial intelligence, and 

presenting an analysis and prediction system for alerting forest 

flood disasters in Thailand using artificial intelligence as a 

guideline for utilizing artificial intelligence technology in 

disaster management, by analyzing and processing rainfall 

data, disaster management personnel can efficiently manage 

and reduce the risk of disasters, thus increasing their ability to 

prevent or mitigate future disasters.   
 

2. Literature Review   
2.1. Artificial Intelligence (AI)  

AI denotes the utilization of cognitive machine 

capabilities to execute tasks according to predefined 

conditions. The word “intelligence” means the ability to think 

independently, and “artificial” refers to things created by 

humans. Therefore, AI is defined as an intellectual capability 

created by humans. AI is an extremely effective tool for 

performing specialized tasks, and it can also help computers 

make correct decisions and improve their operational 

efficiency [11]. Furthermore, AI helps people work more 

efficiently and become more proficient, but it is necessary to 

develop its abilities and create new things, such as technology, 

emotional skills, social skills, and creativity [13]. 

 

AI encompasses various domains such as Natural 

Language Processing, Computer Vision, Robotics, and Expert 

Systems, which involve logical and sequential thinking 

processes involving both computers and humans. At present, 

these fields are rapidly advancing and evolving. AI is being 

used to increase efficiency in many professions, such as 

medicine, industry, agriculture, and business. Recent studies 

have utilized AI for predicting natural disasters, specifically 

exploring the correlation between AI, ML, and DL, as 

depicted in Figure 1. 

 

 
Fig. 1 The Relationship between Artificial Intelligence and Machine 

Learning 

 

2.2. Machine Learning (ML)   

ML is the use of AI that has the ability to learn 

automatically and provide accurate and appropriate results 

from learning experiences. It uses calculations and grouping 

techniques that exist in data sets and development programs to 

provide appropriate answers to problems and to improve 

efficiency in data separation. The most well-known learning 

method begins with basic data, learning from data and 

decision-making developed based on models. Computers can 

learn without the need for experts to help or exchange with 

humans, providing more accurate and faster results by 

analyzing data through classification techniques such as 

supervised learning, unsupervised learning, semi-supervised 

learning, and reinforcement learning [15]. 

 

2.2.1. Supervised Learning   

It is an ML technique that utilizes a dataset containing 

labeled examples to build a predictive model capable of 

predicting outcomes for new data. Each training example in 

the dataset is associated with a desired outcome, and during 

the model creation process, learning algorithms are employed 

to determine these outcomes. The model's parameters are 

adjusted through a learning process, aiming to minimize the 

discrepancy between the predicted and actual outcomes. 

Supervised learning is widely used in tasks involving 

classification [15]. 

 

2.2.2. Semi-Supervised Learning 

It is an iterative learning process that leverages both 

labeled and unlabeled data to enhance the performance of 

supervised learning. By incorporating the additional unlabeled 

data, the model can gain a better understanding of the 

underlying patterns and structure in the dataset, leading to 

improved predictive capabilities. This approach takes 

advantage of the availability of large amounts of unlabeled 

data, which may be easier to obtain compared to labeled data. 

It effectively utilizes it to enhance the overall learning process. 
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2.2.3. Unsupervised Learning (UL) 

UL is a training and learning process that operates without 

labeled data, relying on a set of examples and starting from an 

initial random state. It aims to improve the performance of 

clustering algorithms by identifying patterns and relationships 

based on the similarity between training examples. 

Unsupervised learning algorithms are commonly employed to 

group data and uncover hidden structures or clusters within the 

dataset. By autonomously discovering patterns, unsupervised 

learning provides valuable insights and can assist in various 

data analysis tasks. 

 

2.2.4. Reinforcement Learning (RL) 

It is a type of ML involving a feedback system to adjust a 

machine's behavior to fit the environment. It receives input 

from the external environment and must choose an action to 

generate the best result. The environment evaluates these 

actions, leading to rewards or penalties that serve as 

performance indicators for the machine. The machine learns 

by experimenting and adjusting parameters to minimize the 

reward or punishment and determine the best course of action 

in that particular environment. 

 

2.3 Artificial Neural Networks (ANNs) 

ANNs are a combination of nodes used for simple 

processing, serving as the cells of living organisms. The 

processing capability of the network is embedded within the 

connections or weights derived from the adaptation or learning 

process using a set of training patterns. Artificial neural 

networks are extensively utilized for statistical analysis and 

data modeling, serving as an alternative to linear regression or 

classification techniques. Therefore, artificial neural networks 

are used for classification or prediction and are applied in each 

professional field according to their expertise.  

 

The artificial neural network is in a parallel distributed 

computing format. The necessary requirement for an artificial 

neural network is the ability to detect important data 

processing properties of the network, which are actual 

properties that correspond to each other. It can be seen that the 

foundation of the artificial neural network is the Threshold 

Logic Unit (TLU), which is a mechanism for weighing input 

and output data that equals “1”, and if the result is otherwise, 

it equals “0”.  The TLU is the mechanism integrated from the 

basics of real neural cells. 

 

The learning of ANNs operates on the principle of 

considering examples. In general, programs are not rigidly 

defined by rules. The operation depends on a set of 

interconnected units or nodes called artificial neurons, which 

simulate neurons in the biological brain in a crude manner. 

The utilization of "signals" in the connections involves real 

numbers, and the output of each neuron is determined through 

a non-linear function applied to the sum of inputs. 

Connections are called edges, and the weights of the edges and 

neurons are usually adjusted through learning. An artificial 

neural network typically has a few thousand to several million 

units and is connected between input and output layers 

through several layers. More layers create deeper technology, 

referred to as “Deep Neural Networks (DNN)”. DNNs are a 

part of a wide range of ML methods based on ANNs with 

learning capabilities. Deep Learning technology such as Deep 

Neural Networks, Recurrent Neural Networks, and 

Convolutional Neural Networks have been used in various 

fields, achieving comparable and sometimes superior 

performance to human experts. 

 

Recurrent neural networks (RNN) are artificial neural 

networks designed for sequential data, using the principle of 

the internal state within the model to provide feedback as new 

input paired with normal input to help the model learn the 

pattern of the input sequence and make further predictions. 

Gated Recurrent Unit (GRU) and Long Short Term Memory 

(LSTM)  were designed to overcome gradient-related 

problems. GRU demonstrated superior performance in small 

datasets due to its fewer parameters, resulting in faster and 

easier training. 

 

The Convolutional Neural Network (CNN) ANN 

emulates human visual perception by partitioning an image 

into smaller regions, then merging them and analyzing them 

using mathematical computations that align with the concept 

of Spatial Convolution in image processing. It extracts 

features of objects by using multiple filters combined together. 

 

The K-Nearest Neighbor Algorithm (KNN) is a 

classification technique that decides which class represents 

certain conditions or new cases by checking a certain number 

of the nearest points or conditions most similar to given 

attributes. It calculates the distance between each variable in 

the data and outputs a value (suitable for numerical data and 

non-continuous variables but requires special handling). 

 

The Levenberg-Marquardt (LM) algorithm is an iterative 

method used to minimize the value of a multi-variable 

function represented as the sum of squares of non-linear 

functions [4, 6]. It has emerged as a widely adopted method 

for solving non-linear least squares problems, becoming a 

standard technique in the field [7]; in various domains, the LM 

algorithm is commonly encountered. This algorithm can be 

seen as a combination of the steepest descent method and the 

Gauss-Newton method.  

When the current solution deviates significantly from the 

correct solution, the algorithm behaves similarly to the 

steepest descent method. However, as the current solution 

approaches the correct solution, the LM algorithm switches 

from updating parameters by gradient descent to updating 

them by the Gauss-Newton method, as shown in equation (1). 

 

(𝐽𝑇𝐽 + 𝜇𝐼)ℎ𝑙𝑚 = −𝑔 

 
  (1) 
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Where 

   𝑔 =  𝐽𝑇 𝑓 𝑎𝑛𝑑 𝜇 ≥ 0    

   𝜇      is the damping parameter (Learning Factor) 

   ℎ𝑙𝑚  is descent direction 

   𝐼       is Identity Matrix 

 

In the case 𝜇 with a large value, ℎ𝑙𝑚 is obtained as 

Equation (2) 

 

ℎ𝑙𝑚 ≅ −
1

𝜇
𝑔 =  −

1

𝜇
𝐹′(𝑥) (2)  

 

Therefore 𝜇 is small, ℎ𝑙𝑚 ≅ ℎ𝑔𝑛 

 

Where    

   ℎ𝑔𝑛    is a Gauss-Newton step as in Equation (3) 

 

ℎ𝑔𝑛 =  
−𝐽𝑇𝑓(𝑥)

𝐽𝑇𝐽
 

 

(3) 

𝑥        is the input data combined with the deviation (Bias) 

𝐹′(𝑥)  is the rate of change function with respect to 

           the variable 𝑥 

𝑓(𝑥)   is a function of the variable 

 

SVM is used for classification and regression tasks in 

supervised learning. It leverages ML principles to enhance 

prediction accuracy and mitigate the risk of overfitting. It is 

commonly used in facial recognition, image and text 

classification, automatic driving, chatbots, and more [16]. 

SVM regression analysis is suitable for datasets with a large 

number of properties and has the ability to classify both linear 

and nonlinear data. 

 

2.4. Microsoft Azure Machine Learning (MAML) 

MAML is a cloud-based service that enables developers 

to create, deploy, and manage machine learning applications 

using the Microsoft data center network. It is a flexible service 

for changing various conditions of operations, supporting 

various regression, grouping, and categorization algorithms. 

In addition, users can customize the model with Python and R 

languages. With Azure ML, users can drag and drop modules 

and datasets, link them to create models, and easily and 

quickly adjust other parameter values [17]. 

 

2.5. Regression Analysis (RA) 

RA is a statistical method utilized to examine the 

relationship among multiple variables. It consists of variables 

called predictors or independent variables (X) and variables 

that want to know, called response or dependent variables (Y), 

to determine whether they are factors or causes of each other 

or not. RA used in data analysis [24] can be divided into 3 

types, namely linear regression analysis, polynomial 

regression analysis, and logistic regression analysis. 

 

 

2.6. Linear Regression Analysis (LRA) 

It explores the linear relationship between variables [24]. 

If it involves one independent variable (X) and one dependent 

variable (Y), it is called simple linear regression analysis. For 

two independent variables (X) and one dependent variable 

(Y), it is referred to as multiple linear regression analysis. 
 

2.6.1. Simple Linear Regression Analysis (SLRA) 

SLRA explores the connection between a single 

independent variable and a dependent variable, similar to 

correlation analysis. However, unlike correlation analysis, 

SLRA determines the independent variable (the cause) and the 

dependent variable (the effect). In addition to understanding 

their relationship, SLRA can use the independent variable's 

value to predict or estimate the dependent variable, indicating 

its predictive or explanatory capability.  
 

This method involves linear regression analysis with a 

single predictor variable (X) and a single response variable 

(Y), representing their relationship through a mathematical 

equation (4). 

        Y = 0 + 1X                      (4) 

Where  

 Y     represents the output data. 

 0 represents the constant of the regression equation, 

which is the intercept value of the Y-axis of the 

equation  

 1X  Regression Coefficient of Respondent X 
 

2.6.2. Multiple Linear Regression Analysis (MLRA) 

MLRA is a statistical method that examines the linear 

relationship between multiple independent variables and a 

dependent variable. It extends the concept of Simple Linear 

Regression Analysis, which focuses on the relationship 

between a single independent variable and a dependent 

variable. In Multiple Linear Regression Analysis, the 

relationship between the independent variables (X) and the 

dependent variable (Y) remains linear, but the analysis 

incorporates more than one independent variable. This 

relationship is mathematically expressed by equation (5). 
 

 𝑌 =  𝑏0 + 𝑏1𝑥1 +  𝑏2𝑥2 + ⋯ +  𝑏𝑘𝑥𝑘+ ∈     (5) 

Where  

 Y   is the number of independent variables in the 

regression equation. 

     𝑘   is the value of each independent variable (where i = 

1, 2....k). 

  𝑥𝑖   is the value of each independent variable (where i = 

1, 2....k). 

  𝑏0   is the constant of the regression equation. 

  𝑏𝑖   is the regression coefficient (where i = 1, 2,…,k) 

where 𝑏𝑖 represents the rate of change of  𝑥𝑖 to Y. 

 ∈    is the deviation between the 𝑥  and then Y 
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2.7. Model Performance Measurement 

ML techniques utilize various metrics to evaluate the 

accuracy of different models. When it comes to regression 

models, one widely used metric is the Mean Squared Error 

(MSE). It measures the model's accuracy by calculating the 

average squared errors. A lower MSE value indicates a more 

accurate model.  

 

To compute the MSE, the squared difference between 

predicted and actual values is averaged. Every prediction 

model has some degree of error, and the accuracy of the 

predicted value depends on the degree of error. The degree of 

error can be calculated using the following formula [25]. Mean 

Square Error (MSE) is the average of squared errors, as shown 

in equation (6).  

 

𝑀𝑆𝐸 =   
1

𝑛
 ∑ (𝑦𝑖 − 𝑦̂𝑖)

2
𝑛

𝑖=1
              (6) 

Where 

 𝑦𝑖  is the actual data value 

𝑦̂𝑖  is the predicted outcome value 

𝑛 is the total number of data 

 

Root Mean Square Error (RMSE), or the root of the mean 

square error, is a standard error measurement. Widely used, a 

small value indicates that the model is very accurate. The 

calculation method takes the calculated MSE value to the 

square root, as shown in equation (7). 

 

𝑅𝑀𝑆𝐸 =  √ 
1

𝑛
 ∑ (𝑦𝑖 − 𝑦̂𝑖)2

𝑛

𝑖=1
                  (7) 

 

Where 

n is the amount of data used 

𝑦𝑖     is the actual value at any t 

𝑦̂𝑖 is the predicted value at any t 

 

The Coefficient of Determination, or R-square (R2), is a 

value used to indicate whether a model is appropriate or not. 

It ranges from 0 to 1, with a value closer to 1 indicating higher 

accuracy. Generally, a value greater than 0.6 is considered a 

good model. 

 

2.8. Literature Review 

In [18], a new flood forecasting model utilizing an 

Artificial Neural Network (ANN) was developed and 

evaluated using a case study of the Kosi and Jhulum rivers in 

the Koshi basin. These rivers experienced a major flood in 

September 2014, with a discharge exceeding 115,000 cubic 

meters per second due to atmospheric conditions. The study 

compared five different ANN models, including the Bayesian 

Neural Network, Levenberg-Marquardt Neural Network, 

Conjugate Gradient Descent Neural Network, Resilient 

Backpropagation Neural Network, and Flexible Distributed 

Neural Network. Results showed that the Levenberg-

Marquardt Neural Network achieved the lowest average 

squared error. 

 

In 2022, research [19] proposed a framework that uses the 

multimodal approach of Deep Learning (DL) to analyze 

disaster situations, consisting of VGG-19, CNN, and LSTM 

models, using an automated data weighting method instead of 

manually adjusting the weight of data. The study found that 

linking different data and ideas efficiently can be achieved 

using a large dataset from Twitter to test and detect the level 

of damage caused by disasters. The model was able to learn 

multiple tasks simultaneously, and the performance of using 

the standard data weighting method was better than the model 

using the task-specific data weighting method. 

 

Research [12] develops a natural disaster risk map in 

Thailand using knowledge and information from the fields of 

engineering, information technology, and geography. The 

research analyzes the hierarchy of risks using the Analytical 

Hierarchy Process (AHP) to create a map of natural disaster 

risks such as floods, landslides, wildfires, and cyclones. This 

map serves as a prototype for a natural disaster warning 

system based on risk maps at the regional level. The study 

identifies the factors that cause each type of natural disaster 

and assigns weights to the data based on risk analysis 

principles. 

 

Research [13] develops an early warning system for 

natural disasters using machine learning technology. The 

study investigates heavy rainfall patterns over short periods of 

time using the Logistic Regression (LR) classifier technique 

to build a predictive model. The results show that the LR 

technique is more effective than other classifiers. 

 

In research [14], a natural disaster risk map is developed 

in Thailand using knowledge and information from the fields 

of engineering, information technology, and geography; 

research analyzes the hierarchy of risks using the Analytical 

Hierarchy Process (AHP) to create a map of natural disaster 

risks such as floods, landslides, wildfires, and cyclones. This 

map serves as a prototype for a natural disaster warning 

system based on risk maps at the regional level. The study 

identifies the factors that cause each type of natural disaster 

and assigns weights to the data based on risk analysis 

principles. 

 

3. Materials and Methods   
In this research, the researchers presented a supervised 

algorithm of the neural network model with backpropagation 

from the rainfall data during the period from 2018 to 2021 to 

predict the occurrence of floods. The process of building the 

research model consists of 8 steps, as shown in Figure 2. 
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Fig. 2 Research process steps 

From Figure 2, it can be explained that the steps of this 

research are as follows: 

1. Data Import 

This step is importing the Dataset used for machine 

learning in this research, which uses data in the form of a CSV 

format. 

 

2. Data Understanding 

This is the selection of factors that affect flooding. In this 

research, the average amount of rainfall from 50 cubic 

millimeters was used. 

 

3. Data Cleaning 

This is checking the data to ensure that it is in a usable 

format, such as verifying the correctness and completeness of 

the data. 

 

4. Data Splitting 

This is dividing the data for use in learning (model 

creation) and testing the model. This research divides the data 

into 80% for model creation and 20% for testing the model. 

 

5. Model Selection 

This is the selection of the algorithm for teaching  ML. 

The Neural Network Regression algorithm is used in this 

research, and the various parameter settings are adjusted. 
 

6. Model Learning 

This is teaching the machine from the dataset that has 

been split into 80% using the learning techniques with the 

algorithm selected in step 5. 

 

7. Model Prediction 

This step evaluates the model learned by the machine by 

using the model obtained to evaluate the dataset split in the 

20% section. 

 

8. Model Performance Measurement 

This measures the model's performance using statistical 

measures, including Mean Absolute Error (MAE). 

 

In this research, the tool used to build the model is 

Microsoft Machine Learning Studio, as shown in Figure 3. 

3.1. Data Importing Process 

The data importing process in this research involves using 

a .csv file to import rainfall data from the months of 2018-

2021. Microsoft Machine Learning Studio is utilized for 

model creation, and the .csv file comprises columns like year, 

month, minimum rainfall, maximum rainfall, and average 

rainfall. This is done so the machine can learn from the 

imported data and create a predictive model for forest flood 

warnings. 

 

3.2. Data Collection 

For the data collection process, the researcher followed 

these steps. The data source used for this research is rainfall 

data from the years 2018-2021, obtained from a sample dataset 

from the website: https://doc-0k-7g-

docs.googleusercontent.com/docs/securesc/.../8dfcftnt483, as 

shown in the example in Figure 4. 

 

 
 

Fig. 3 shows the diagram of building a model using Microsoft Machine 

Learning Studio. 

Data Import 

Data Collection 

Data Cleaning 

Data Splitting 

Learning Process 

Model Prediction 

Model Performance 

Evaluation 

Algorithm 
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Fig. 4 Dataset of rainfall amounts in Chiang Rai province

3.3. Data Cleansing 

Data cleansing is the process of managing raw data to 

make it usable for machine learning (ML) modeling. If the 

data contains errors, it can affect the model's accuracy. This 

process is shown in Figure 5. 

 

 
Fig. 5 Data cleansing condition setting 

 

3.4. Data Splitting 

This step involves splitting the dataset into two parts: one 

for training the model and the other for testing its 

performance. In this study, the researcher split the data into 

80% for training and 20% for testing, as shown in Figure 6. 

 

 
Fig. 6 Data splitting for model training 

3.5. Model Selection 

To define a model, the researcher selected a method for 

creating a multi-class classification model using neural 

network algorithms for training the data,  as shown in Figure 

7. 



Tepridht Phratep et al. / IJETT, 71(7), 105-116, 2023 

 

112 

 
Fig. 7 Algorithm selection for model building 

 

3.6. Training the Model 

In the process of training the model, the researcher sets 

the data label that he wants to analyze for the occurrence of 

floods. In this research, the researcher sets the 

STATUS_WARNING column to predict the likelihood of 

flooding, as shown in Figure 8. 

 

 
Fig. 8 Model selection 

 

This step involves teaching the model, which consists of 

2 parts: 1) selecting an algorithm to create the model and 2) 

importing data. In this study, the researcher chose the Neural 

Network Regression algorithm. In the process of creating the 

model, the researcher selected the STATUS_WARNING 

column to predict flood occurrence, with 3 steps as follows: 

1. Algorithm selection for model training 

During this phase, the researcher chose Neural Network 

Regression as the algorithm and specified the model creation 

parameters as follows: Trainer Mode: Single Parameter, 

Hidden Layer: Fully Connected, with 100 Hidden Nodes, 

Learning Rate: 0.001, and Learning Weights: 0.1. 

 

2. Selecting data for teaching and learning 

This step is a part of importing data, where 80% of the 

data was used to create the model. 

 

3. Adjusting the Learning Rate and Learning Weights. 

 

3.7. Model Prediction Process 

This process is a step to test the model's accuracy created 

from the Training Model process in step 3.5. The model is 

compared with test data to find the model's accuracy created 

for predicting results or answers to the data. It uses existing 

data for learning and creating the model. Then, the created 

model is used to predict the results. The model will calculate 

and predict the price of a house per square meter based on 

given data and return the result or answer to the user. 

 

3.8. Model Performance Evaluation Process 

This process is a step for evaluating the model's 

performance by finding statistical values, including Mean 

Absolute Error, Root Mean Squared Error, Relative Absolute 

Error, Relative Squared Error, and Coefficient of 

Determination. Once a model with sufficient performance has 

been obtained, it is used to predict results with new data that 

has not been learned before. 

 

4. Results and Discussion   
In this research, the results and findings can be explained 

as follows: 
 

4.1. Overview of the Model  

From this research, it is possible to create a diagram 

illustrating the model, as shown in Figure 9. 

 

4.2. Dataset 

In this research, the researchers used a rainfall dataset 

from 2018 to 2021, as shown in Figure 10.  

 

4.3. The Results of Comparing the Model with the Test 

Dataset 

The comparison of the model with the test dataset is 

shown in the STATUS_WARNING column compared to the 

Scored Labels, which have high accuracy and precision. The 

statistics for predicting the chance of no flood occurrence, 

Scored Probabilities for Class “NO,”  and Scored Probabilities 

for Class  “YES,” are shown in  Figure 11. 

 

4.4. The results of measuring the performance of the model  

The accuracy of the model's predictions in machine 

learning was assessed to evaluate its performance. 
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Fig. 9 Overview of the model 

 

 
Fig. 10 Graph showing the dataset of rainfall volume 
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Fig. 11 Comparison of the model prediction with the test dataset 

 

Table 1. Shows the results of measuring the performance when the learning weight was Set to 0.1, and the learning rate was set between 0.001 to 0.010 

LR MAE RMSE RAE RSE Coef. 

0.001 0.451536 0.46719 0.903071 0.873064 0.126936 

0.002 0.368134 0.387092 0.736268 0.599361 0.400639 

0.003 0.160041 0.174658 0.320082 0.122022 0.877978 

0.004 0.071047 0.083607 0.083607 0.027961 0.972039 

0.005 0.047553 0.075402 0.095106 0.022742 0.977258 

0.006 0.041348 0.065596 0.082696 0.017211 0.982789 

0.007 0.039589 0.062936 0.079177 0.015844 0.984156 

0.008 0.038102 0.052398 0.076205 0.010982 0.989018 

0.009 0.032125 0.047513 0.064251 0.00903 0.99097 

0.010 0.039204 0.051663 0.078409 0.010676 0.989324 
 

Table 2. Shows the performance measurement results when setting the learning weight at 0.2 and learning rate between 0.001-0.010. 

LR MAE RMSE RAE RSE Coef. 

0.001 0.381085 0.394416 0.762169 0.622255 0.377745 

0.002 0.189008 0.206141 0.378017 0.169976 0.830024 

0.003 0.068205 0.084874 0.136411 0.028814 0.971186 

0.004 0.055149 0.076454 0.110299 0.023381 0.976619 

0.005 0.051675 0.07371 0.10335 0.021733 0.978267 

0.006 0.041787 0.062475 0.083574 0.015613 0.984387 

0.007 0.03289 0.051137 0.06578 0.01046 0.98954 

0.008 0.042657 0.056386 0.085314 0.012717 0.987283 

0.009 0.035718 0.054579 0.071437 0.011915 0.988085 

0.010 0.035065 0.047965 0.07013 0.009203 0.990797 

 

From Table 1, it shows the performance of the statistical 

analysis model when applied to real data, demonstrating the 

relationship between the independent and dependent variables 

in the model. It was found that the highest value was obtained 

when setting the Learning Weight to 0.1 and the Learning Rate 

to 0.009, with an accuracy of 99.09%. 

From Table 2, it shows the performance measurement of 

the statistical analysis model when used with real data by 

demonstrating the relationship between the independent and 

dependent variables in the statistical analysis model. It was 

found that the highest value was obtained when adjusting the 

Learning Weight to 0.2 and the Learning Rate to 0.010, with 

an accuracy of 99.07% 
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4.5. System Design and Prediction Results for Alerting 

Forest Flood Disasters in Thailand using Artificial 

Intelligence 

From this research, the study results and the high-

accuracy model generated was utilized to design a system for 

analyzing and predicting forest flood disasters in Thailand 

using artificial intelligence for alerting purposes, as shown in 

Figure 12. 

 

 
Fig. 12 The results of designing the analysis and prediction system for 

alerting forest flash flood disasters in Thailand using artificial 

intelligence 

From Fig. 12, the principle of operation of the analysis 

and prediction system for notifying forest flash flood disasters 

in Thailand using artificial intelligence can be explained as 

follows: 

Part 1 is an Internet of Things system component that 

checks rainfall and sends data to the cloud. 

 

Part 2 is the cloud component that stores data, processes 

data, and stores the program command sets that provide 

services to users in the form of web services. 

Part 3 is the mobile application component that monitors 

data and receives disaster notifications. 

 

Part 4 is the distributed sound system component. If a 

disaster notification occurs, the system automatically sends a 

sound signal to the distributed sound system. 

 

5. Conclusion 

Based on the research results, it can be concluded that the 

purpose of this research is to create a predictive model for 

notifying forest flash flood disasters in Thailand using 

artificial intelligence and to present an analysis and prediction 

system for notifying forest flash flood disasters in Thailand 

using artificial intelligence. The model was created using a 

dataset of monthly rainfall amounts from the years 2018-2021, 

using a data splitting method for training (80%) and testing the 

model (20%) with the Neural Networks Regression algorithm. 

The statistical analysis model showed the highest accuracy 

when the Learning Weight was set to 0.1, and the Learning 

Rate was set to 0.009, with an accuracy of 99.09%. After 

obtaining a model with sufficient accuracy, it was used to 

design a forest flash flood warning system consisting of three 

main parts: 1) a rainfall measurement system, 2) a cloud 

computing system, and 3) an application, as well as 4) alert 

notification through a sound distribution system. This 

proposed system can continuously monitor and alert users. 

This system will effectively reduce the loss of life and 

property.
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