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Abstract - Applications of Deep Learning have proved successful in a number of fields, including Pattern Recognition, 

Automated Manufacturing and Translation. Deep Learning needs to have its parameters set up correctly in order to provide 

results of a high calibre. The number of neurons and hidden layers have a significant impact on the performance of a Deep 

Learning Network. However, manual parameter setup makes configuring important settings simpler for users. However, this 

technique is tedious. In the present work, it is shown that Particle Swarm Optimization (PSO) is used to optimize parameter 

values and configure the network. It is allowed for the fine-tuning of the Deep Learning Model by utilizing minimal 

computational resources. Several machine learning techniques are evaluated, including Decision Trees, K-Nearest 

Neighbour, and Support Vector Machines (SVM) for image classification. SURF descriptor image features are extracted 

during the feature extraction process. This work aims to clarify the correct classifier selection procedure and emphasize the 

importance of picking the appropriate classifier parameters using optimization methods. It is demonstrated in the basic 

experiment done in our work that PSO gives an excellent method for altering the appropriate Deep Learning algorithm with 

a number of hidden layers and the number of neurons in each layer compared with other machine learning classifiers like 

SVM, DT, and KNN. When compared to other classification algorithms, the findings indicate that the methodology has an 

overall precision of 98 - 100 % for image categorization. Our work demonstrates that PSO actually generates results with 

a great deal greater precision. 

Keywords - Image Classification, Deep Learning, Parameter Optimization, PSO, Support Vector Machine.  
 

1. Introduction 
The paper has six sections. Section 1 describes various 

methods of classification algorithms used. Section 2 gives 

the pieces of evidence from the literature. Section 3 is the 

methodology used in the proposed system. Section 4 

describes the datasets used in the experiment. Section 5 

shows the evaluation results. Section 6 consists of the 

conclusion part. 

 

1.1. Particle Swarm Optimization 

Particle Swarm Optimization (PSO), which employs a 

straightforward approach to searching for the optimal 

solution in the problem space, is one of the bio-inspired 

algorithms. It does not depend on the gradient or any other 

differential form of the objective, in contrast to other 

optimization techniques, and only needs the objective 

function. There are not a lot of hyperparameters, either. A 

generalized model for neuronal biology and human 

cognition was developed using a method for processing 

information called a neural network. Instead of utilizing 

Back Propagation (BP), Particle Swarm Optimization 

(PSO) methods train the neural network to solve character 

recognition issues that are considered one of the significant 

applications in the classification field. The suggested 

approach is discovered by altering the NN weights to learn 

the NN and solve the handwritten character recognition 

problem. This is done by computing the fitness value, which 

is a threshold value. In order to determine whether the NN 

learning approach is more effective in resolving the letter 

recognition problem. A Neural Network (NN) learns to 

solve problems rather than having to be programmed to do 

so. A NN may gain the solution techniques during training. 

Particle Swarm Optimization (PSO), which is 

straightforward in concept, has few parameters to alter, and 

is simple to use, is one of the significant learning techniques. 

PSO is used in many different contexts. PSO is generally an 

excellent fit for all the application fields related to the other 

evolutionary approaches. 

 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Fig. 1 Kinds of kernels 

1.2. Support Vector Machine 

Machine learning has a wide range of uses, and image 

classification is one of them. Classification or regression 

issues can be addressed using the "Support Vector Machine" 

(SVM) supervised machine learning method. SVM is also 

used in various problems like Face Recognition, Writing 

Recognition, Classifications for Images and Category 

Creation for Text and Hypertext.  

 

 
 

 
Fig. 2 Hyperplanes in SVM 

In this system, SVM is used to categorize written 

character images. In the SVM technique, each data point is 

represented by a point in n-dimensional space with n 

features. The value of each attribute represents the value of 

a particular coordinate. After that, classification is 

performed by locating the hyper-plane that successfully 

separates the classes. The two important key values in SVM 

are Gamma and C. where Gamma - quantifies the extent to 

which a single training example's influence can lead to 

biased results. C - reduces the cost of errors in computations, 

small c — lowers the misclassification low, and Large C — 

Highers the misclassification; kernel: The kernel of an SVM 

algorithm is a collection of mathematical operations. There 

are three different kinds of kernels: linear, RBF, and 

polynomial, as shown in the figure. 

Support vectors are the data points nearest to the 

hyperplane. By computing margins, these points will better 

define the dividing line. These ideas are more crucial to the 

classifier's design. A decision plane called a hyperplane 

distinguishes between a collection of objects with various 

class memberships. The distance between the two lines on 

the nearest class points is known as a margin. This is 

calculated as the angle between the line and the nearest 

points or support vectors. A wider gap between the classes 

is seen as a good gap; a smaller gap is regarded as a bad gap. 
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The main goal is to separate the provided dataset as 

effectively as feasible. The margin is the separation between 

the two nearest points. The goal is to choose a hyperplane 

in the given dataset with the largest margin between support 

vectors. SVM performs the different stages to get the 

maximum marginal hyperplane, such as creating 

hyperplanes and choosing appropriate hyperplanes. 

 

1.3. Tree Classifier 

A tree classifier is one the best classifier to find out a 

class for a given dataset. It works from the Root node by 

comparing the values of the root with the real dataset value 

and then switching to the next. The algorithm continues by 

cross-checking the value with sub-nodes and immediate 

notes. This process is repeated until the algorithm reaches 

the end leaf nodes. This process is simplified and has a 

smaller number of steps. 

1.4. K-Nearest Neighbours   

The K-Nearest-Neighbours (KNN) nonparametric 

classification method does not make any presumptions 

about the simple dataset. According to a predefined distance 

metric, the k-NN algorithm involves voting among a 

datapoint's k nearest neighbours. The distance metric is 

chosen while keeping in mind the application and the nature 

of the problem. It can be defined especially for the intended 

application or chosen from any well-known metrics, 

including Euclidean, Manhattan, Cosine, and Mahala 

Nobis. Here, the Euclidean distance metric is defined as 

follows. 

𝐷𝑛𝑥𝑚  ( 𝑥𝑛 , 𝑦𝑚) 𝐷𝑛𝑥𝑚  ( 𝑥𝑛, 𝑦𝑚) =   

[∑ ( 𝑥𝑖
𝑛 − 𝑦𝑖

𝑚  ) ∗  ( 𝑥𝑖
𝑛 − 𝑦𝑖

𝑚  )
𝑖𝑚𝑔ℎ∗𝑖𝑚𝑔𝑤−1
𝑖=0 ] (1) 

Where ( 𝑥𝑛, 𝑦𝑚) are trainset and test set with n and m 

sizes, respectively. The kNN classifier is easy and effective 

to classify, but it affects lower performance and the proper 

k value to be chosen.  

Wang's researcher gave a new method to choose the 

proper k value without effects; it was recommended using 

probability, but the complexity is O(n2). This approach 

worked correctly and made k less dependent due to its time 

complexity O(n2). Hence it cannot be used in dynamic 

conditions for huge repositories due to its performance. 

 

2. Related Work 
Kennedy J. and Eberhart R. developed the idea of 

nonlinear function optimization through the use of particle 

swarm optimization in 1998. The development of numerous 

paradigms was in detail, and one of the paradigms was put 

into practice [Kennedy, J., and Spears, W. M.. (1998)]. 

 

In 1999, Eberhart R.C. and Hu X.  developed a new 

technique for analyzing human tremors using PSO, which is 

utilized to generate an NN that separates tremor-affected 

subjects from normal subjects. [Kennedy, J., and Spears, W. 

M.. (1998)]. 

 

Shi Y.  conducted a survey of PSO research and 

development in 2004. He divided it into five categories: 

applications, hybrid PSO algorithms, topology, parameters, 

and algorithms. There are undoubtedly other PSO research 

projects that were excluded due to a lack of space. [ 

Kennedy, J., and Spears, W. M.. (1998,1998a).].

Fig. 3 Decision tree structure 
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3. Methodology 
This paper proposes a method that trains with PSO. The 

technique of converting raw data into manageable 

numerical features while retaining the original information 

is known as feature extraction—network weights. Initially, 

features are extracted. It renders superior outcomes when 

compared to utilizing machine learning on the raw data 

directly. Features can be extracted manually or 

automatically. Manual feature extraction requires both the 

application of a technique to extract those features as well 

as the identification and description of the qualities that are 

pertinent to a particular situation.  

 

Making decisions on whether features might be 

advantageous typically benefits from having a solid grasp 

of the context or domain. After years of research, engineers 

and scientists have created feature extraction methods for 

images, signals, and text. The early layers of Deep 

Networks have largely replaced feature extraction with the 

introduction of Deep Learning [Goodfellow, Y. Bengio, and 

A. Courville(2016)], mostly for images. The Histogram of 

Oriented Gradients (HOG), Speeded-up Robust Features 

(SURF), and Local Binary Pattern (LBP) features are 

techniques for extracting image features. The SURF method 

is efficient and trustworthy for local, similarity-invariant 

representation and imagery comparison; real-time 

applications like tracking and object detection are made 

possible by the SURF technique's quick computation of 

operators utilizing box filters.  

 

Fig. 4 Data structure of swarm particle 

 

 

Fig. 5 Structure of ith particle -s[i] 
 

H. Bay and Zurich 2009 presented a study on the SURF 

framework from the publication co-authored by A.ESS, Van 

GoolS. Our proposed system extracts features using the 

SURF method. A sample image has 63 features, and the 

network model is shown below to classify one image 

category. Our system is a hybrid of a shallow neural 

network and a PSO. The neural network itself generates the 

initial structure or body of the system. However, PSO is 

crucial for weighting the neurons throughout training, 

illustrating the actual power of evolutionary algorithms in 

this case. Data structures to store particle swarm 

optimization are shown in the figure 4. 

3.1 . PSO Algorithm 

3.1.1. Parameters of the Problem 

The following are the parameters of the problem d  is 

the number of dimensions; minx is the lower bound value 

maxx is the upper bound value. The Hyperparameters of the 

algorithm are N is the number of particles, maxiterations are 

maximum iterations, weights are inertia, c1 is the cognition 

of the particle, and c2 is the social influence of the swarm. 

Each swarm is a particle in the algorithm; it is represented 

as s[i]. 

 
 

3.1.2. Algorithm  

Step 1: Initialize the population of particles of size N  Xi ( 

i=1, 2, …, n) randomly  

 

Step 2: choose  hyperparameter values such as  weight, c1 

and c2 

 

Step 3: For i 1 to maxitertions:  

                   For i = 1 to N: 

Repeat  3.1 to 3.4 

 

Step 3.1. Calculate the new velocity of the ith particle as 

s[i].vel = weight*s[i].vel + product of 

(r1,c1,diff(s[i].bestPos,s[i].pos) + product 

of(r2,c2,(best_pos_swarm - s[i].pos)  

 

Swarm [0] - S[0] – particle 1 

Swarm [1] -S[1] – particle 2 

Swarm[i] -S[i] – ith Particle 

Swarm[N-1] – S[N-1]- Last  

Particle 
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Step 3.2. If velocity is not within the range of min and 

max, then clip it  by the following operations 

minx=minimum(s[i].vel, minx)  

maxx=maximum(s[i].vel,maxx) 

  

Step 3.3. Calculate and update ith particle position with ith 

velocity. s[i].pos += s[i].vel 

                

Step 3.4. Update the new best value and new best of 

swarm using the below conditions 

compare if s[i].fit < s[i].bestFit then : 

              set s[i].bestFit <- s[i].fit 

              set s[i].bestPos <- s[i].pos 

compare if s[i].fit < best_swarm 

              set best_swarm <- swarm[i].fit 

              set best_pos_swarm <- swarm[i].pos 

     End-for 

End -for 

 

Step 4. Return the best swarm particle. 

 

3.2. Proposed Model 
 

In the proposed system, the data is loaded then the 

SURF feature extraction process is applied. The network 

model is trained with data, and network weights are trained 

with a particle swarm optimization algorithm. The result of 

the PSO model, SVM model, Tree Model and KNN Model 

are finally evaluated for comparison. The figure below 

illustrates the proposed model. The model is verified for 20 

iterations of experiments on six different classes.  

The image features are extracted using a speed-up and 

robust feature method during the process. 63 features are 

obtained in the input image. The model is depicted in the 

experiments & results section. The labels are then manually 

given using code. The resultant file is an input to the model 

for classification to the Deep Network Model using PSO. 

The figure 6 is the workflow of the system having the 

evaluation of machine learning models with PSO-NN. 

 

4. Datasets  
 

The dataset consists of four major classes of Achchulu, 

gunintalu, hallulu and oththulu, downloaded from ieee-

dataport.org. Each class further has subclasses with a total 

of  20000 images. Six classes are chosen for our experiment. 

The experiment is done in a single Nvidia GPU Process.  

 

 

Fig. 6 Work flow of the system 

 

5. Experiments & Results 

 
Fig. 7 Network Model with 63 features for an input image

 
Fig. 8 Graph showing the result of best cost with iteration 
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Fig. 9 Result of models accuracy 

6. Conclusion 

The Character Recognition in Telugu problem has been 

taken into account in this work. The image features are 

extracted using the SURF features selection approach. In 

order to increase the recognition rate, PSO is employed. 

PSO has been utilized to give an ideal set of weights to these 

features. Throughout the work, a dataset that comprises 6 

classes of characters and 16 samples in each class has been 

taken into consideration. In comparison to existing 

classification algorithms, our suggested PSO-based 

technique also provides a higher level of classification 

accuracy. The PSO parallel versions are simple to construct 

on GPUs.The work can be extended using PSO to adjust 

other Deep Learning parameters in the future, including the 

activation functions and the number of epochs with the 

massive dataset on the Amazon Rekognition API.  
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