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Abstract - Automatic categorization of Breast Cancer (BC) Histopathological Image (HPI) is a major research study in the 

biomedical informatics domain because of the great medical eminence of classification in offering prognosis and diagnosis of 

BC. Computer-Aided Diagnosis (CAD) of BC histopathologic images is a significant tool to improve the efficiency and 

precision of BC classification and diagnosis. Machine Learning (ML) models are trained on large sets of HPI images to detect 

features and patterns linked with different stages and types of BC. This could aid pathologists in making more precise 

detections and developing potential treatment plans. Therefore, this study develops a Wildebeest Habit Optimizer with Deep 

Learning based Histopathological Image Analysis for Breast Cancer Diagnosis (WHODL-HIABCD) technique. The presented 

WHODL-HIABCD technique exploits Bilateral Filtering (BF) based noise removal process to get rid of the noise. Followed 

by the WHODL-HIABCD technique uses an EfficientNet model with a WHO-based hyperparameter optimizer for feature 

extraction purposes. Finally, the Attention-based Bidirectional Gated Recurrent Unit (ABiGRU) method was utilized for 

classifying and recognizing BC. The investigational results of the WHODL-HIABCD technique are experimented with the 

benchmark dataset. The comparative study stated the enhanced performance of the WHODL-HIABCD technique than recent 

models. 

Keywords - Breast cancer, Hyperparameter tuning, Histopathological images, Computer-Aided Diagnosis, Deep learning. 

1. Introduction  
BC ranks first as the most common female cancer across 

the world. Moreover, the BC mortality rate is extremely high 

than other cancer [1]. The histopathological analysis is the 

broadly utilized approach for BC diagnosis despite current 

advancements in understanding the molecular biology of BC 

evolution and finding relevant molecular markers [2]. In the 

face of significant growth achieved by diagnostic imaging 

technologies, the final BC detection, which includes staging 

and grading, is done by implementing a visual assessment of 

histological samples under the microscopes [3]. Digital 

pathology is a technology that allows the digitalization of 

tissue samples into digital images and attempts to mimic the 

pathologist by presenting computing methods for 

examination. To identify fine data and details that cannot be 

easily identified by the naked eye, computational techniques 

in digital pathology were utilized [4]. Even though the advent 

of these new technologies, precise treatment and diagnosis 

remains a challenge. The assortment of treatment processes 

for BC mainly hinges on the precise classification of tumor 

from Histopathological Images (HPI), but lacking 

experienced and skilful pathologists, along with the over-

tiredness of the pathologist, rarely might cause 

misclassification that undoubtedly leads to misdiagnosis [5].  

 

Manual assessment techniques present three types of 

error, which includes distributional, statistical, and human 

errors in low-magnification images [6]. Such issues adversely 

affect the precision of the differential classification in 

classical cancer detection. Hence, a reproducible and 

automated technique could handle the aforementioned 

problems potentially [24].  

CAD established approaches for robust valuation of 

medical image-related examination. A promising strategy is 

presented for facilitating tumour staging and grading while 

avoiding unnecessary expenditures [8]. Orthodox ML and 

image-processing approaches necessitate wide pre-

processing, segmentation and manual abstraction of 

particular visual features before classification [9]. But DL 

methods have exceeded human achievement in visual tasks 

by applying automatic ranking classification and feature 

extraction by multi-layers to be implemented for detecting 

cancer with the tumor tissue slides [10].

https://www.internationaljournalssrg.org/
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This study develops a Wildebeest Habit Optimizer with 

Deep Learning based Histopathological Image Analysis for 

Breast Cancer Diagnosis (WHODL-HIABCD) technique. 

The presented WHODL-HIABCD technique exploits 

Bilateral Filtering (BF) based noise removal process to get 

rid of the noise. Followed by the WHODL-HIABCD 

technique uses an EfficientNet model with a WHO-based 

hyperparameter optimizer for feature extraction purposes. 

Finally, the Attention-based Bidirectional Gated Recurrent 

Unit (ABiGRU) method is utilized for classifying and 

recognizing BC. The investigational results of the WHODL-

HIABCD technique are experimented with the benchmark 

dataset. 

2. Related Works 
In [11], introduced a Residual Dual-Shuffle Attention 

Network (DRDA-Net), dual-shuffling attention-assisted DL 

method. Motivated by the bottleneck units of the ShuffleNet 

structure, in this presented technique, a channel attention 

system has been incorporated by the author that improvised 

the ability of the method to study the intricate image forms. 

Further, the densely connected blocks of the method 

addressed the vanishing gradient problem and overfitting, 

though the method was well-trained on small data. In [12], a 

patch-associated DL termed Pa-DBN-BC was modelled to 

recognize and categorize BC on histopathologic images 

assisted with DBN. With un- and supervised pre-trained and 

fine-tuned segments, features were put under extraction. 

From image patches, the network automatically extracts 

attributes. LR is utilized to categorize the patches from HPI 

images.  

 

Chattopadhyay et al. [13] presented a Multi-Scale Dual 

Residual Recurrent Network (MTRRE-Net), a new end-to-

end DL approach for BC categorization from HIS imageries. 

This study presents a conflicting technique of dual residual 

block integrated with RNN for resolving the gradient 

vanishing issue. Liu et al. [14] propose a Multi-Scale Multi-

View Progressive Feature Encoding Network (MSMV-

PFENet) model for classifying effectively. In relation to the 

cell nuclei density, the author has chosen the regions 

pertaining to carcinogenesis at several scaling from a discrete 

view. A bidirectional LSTM examined the encrypting vectors 

to acquire category scores, and lastly, the majority voting 

approach combined diverse views to categorize the 

histopathological images. 

 

In [15], rather than depending on a single CNN 

approach, a new rank-based ensemble approach was devised 

by merging outcomes of 3 TL-CNN methods called 

MobileNetV3_Small, GoogleNet, and VGG11. The 

presented ensemble method was modelled through the 

Gamma function to sort out a 2-class classifier problem of 

breast HIS images. Man et al. [16] present a new technique 

called DenseNet121-AnoGAN to categorize breast HIS 

images into benevolent and malevolent classes. This 

presented method has 2 major parts: utilizing DenseNet to 

abstract multi-layer factors of the discriminatory patching 

and utilizing an unsupervised Anomaly Detection with GAN 

(AnoGAN) for screening mislabelled patches. 

 

3. The Proposed Model 
In this research, an innovative WHODL-HIABCD 

approach for automatic identification and categorization of 

BC is presented. The presented WHODL-HIABCD approach 

comprises BF-based noise elimination, EfficientNet feature 

extraction, WHO tuning process, and ABiGRU-based 

categorization. Fig. 1 represents the comprehensive flow of 

the WHODL-HIABCD method.  

3.1. Image Pre-processing 

In the initial phase, the BF technique is used to get rid of 

the noise in the input images. It can be referred to as a 

nonlinear image filtering approach that can be utilized to 

smooth images at the same time preserving details and edges 

[25]. It is beneficial to remove noises from images along with 

those sharpening and enhancing edges. It operates by 

calculating pixel robustness’ weighted average in the total 

surrounding pixels, where the spatial distancing and the 

intensity variance among pixels decide the weights. This 

indicates that pixels with similar locations and intensities 

were given more weight in the averaging procedure, whereas 

pixels with distinct locations or intensities were given less 

weight. 

3.2. Feature Extraction 

At this stage, the WHODL-HIABCD technique uses the 

EfficientNet model for feature extraction. The main ideology 

of the EfficientNet is to utilize a compound scaling technique 

that balances the network's resolution, depth, and width at all 

stages of the structures [18]. The technique scales the 

network in a principled manner by raising the network 

resolution, depth, and width concurrently. This EfficientNet 

structure has the support of stacked convolution layers, then 

a completely associated classification layer, and global 

average-pool layering. The convolution layers utilize an 

integration of regular convolutions and depthwise separable 

convolutions for minimalizing the computing cost and 

parameters.  

EfficientNet techniques can be labelled by a scaling 

variable determining the network resolution, depth, and 

width. The EfficientNet-B0 has few FLOPs and parameters, 

while the EfficientNet-B7 is the largest method and has 

additional FLOPs and parameters. It was pre-trained on large 

image data like ImageNet and has attained existing 

performance on several CV tasks like segmentation, image 

classification, and object detection. It is broadly utilized in 

TL applications, whereas the pre-trained EfficientNet 

approach is fine-tuned on the small dataset for the particular 

task. Fig. 2 highlights the structure of the EfficientNet 

method. 
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Fig. 1 Overall flow of WHODL-HIABCD approach  

 

Fig. 2 Structure of EfficientNet model 
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For hyperparameter tuning, the WHO algorithm is used 

to adjust the hyperparameters of the WHO algorithm. 

Wildebeests’ food-searching practice serves as the method 

for the WHO technique [19]. Wildebeest is an active, sociable 

mammal that finds food sources. To attract females for 

mating, males compete in sex challenges with rivals. The 

population (wildebeest) was initialized randomly as a 

candidate at the beginning of the WHO approach. The 

population was constrained between lower (𝑋min ) and upper 

(𝑋max ) limitations 
 

𝑋𝑖 ∈ [𝑋min, 𝑋max ]                          (1) 
 

Where, 𝐼 = 1,2 …,N. 
 

Subsequently, the wildebeest applied the milling 

technique of displacement. Continues to find the optimum 

location while taking the constant (𝑛) as a scarce 

randomization displacement. The competitor in position 𝑋 

had employed a random stage 𝑍𝑛 that should regularly find 

the (𝑛) spots. Therefore, the localized experimental stage 𝑍𝑛 

was generated by the subsequent equation: 
 

𝑍𝑛 = 𝑋𝑖 + 𝜀 × 𝜃 × 𝑣                             (2) 
 

In Eq. (2), 𝑣 denotes the random unit vector, 𝜃′ denotes 

the random integer within [0,1; 𝑋𝑖 denotes the 𝑖-𝑡ℎ candidate 

number, and 𝜀 denotes the learning rate. 
 

Afterwards, estimating a constant (n) of trivial random 

possibility, the wildebeest attuned its position to attain the 

best random location.  

 

𝑋𝑖 = 𝛼1 × 𝑍𝑛
∗ + 𝛽1 × (𝑋𝑖 − 𝑍𝑛

∗)                           (3) 

 

In Eq. (3), 𝛼1 and 𝛽1 leader variables denote the 

candidate’s local displacement. Modelling the swarm 

behavior of wildebeest was the last step. It can be imitated 

afterwards, assigning the rest of the competitors to a spot with 

proper food sources, 

 

𝑋𝑖 = 𝛼2 × 𝑋𝑖 + 𝛽2 × 𝑋ℎ                         (4) 

 

In Eq. (4), 𝑋ℎ signifies a random candidate and 𝛼2 and 

𝛽2 denotes the leader variable to direct the local movement 

of the crew. 

 

𝑋𝑖 = 𝑋𝑖 + 𝜃 × (𝑥max − 𝑋min ) × 𝑣                         (5) 

 

In Eq. (5), V denotes the random unit vector. 

 

There was a population once the grassland had massive 

productivity. This model is named individual pressure. It is 

utilized for completing the task, and the optimal contender 

utilizes Eq. (6) to destroy other contenders. 

 

𝑖𝑓(‖𝑋∗ − 𝑋𝑖) < 𝜂, (‖𝑋∗ − 𝑋𝑖  > 1                       (6) 

 

𝑇ℎ𝑒𝑛 𝑋𝑖 = 𝑋∗ + 𝜀 × 𝑛̂                                              (7) 

 

Here, 𝜂 signifies a threshold to avoid location crowding, 

and 𝑛̂ specifies the amount of reachable segments 

neighboring the best solution. 

 

In the last stage, the social remembrance of the swarm 

was put under simulation to provide better placements and 

was defined as follows: 

 

𝑋 = 𝑋∗ + 0.1 × 𝑣                            (8) 

 

Lastly, the optimum value was initialized to the 

hyperparameter of the classifier. The optimized value gives 

1 × 10−6: rate of weight decay, 0.001: rate of learning, 8: the 

size of the batch, 40%: dropout rate with L2 regulation, and 

0.8: momentum. 

 

The WHO algorithm has derived a fitness function to 

have better categorizer achievement. It determined a positive 

value for representing the ideal achievement of the candidate 

solutions. Here, the reduced error rate of the classifier is the 

fitness function, as specified in Eq. (9).  
 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑖) = 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒(𝑥𝑖) 

=
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
∗ 100                  (9) 

3.3. Image Classification 

To classify the images for BC detection, the ABiGRU 

model is used. Despite outstanding RNN performance for 

non-linear time series prediction, it generally suffers from 

exploding or vanishing gradient problems, mainly confined 

to its capacity to implement time series prediction [20] 

accurately. Thus, a modified version of RNN, such as the 

BiGRU model, is proposed to classify BC. Remarkably, the 

BiGRU model is easy to converge and requires 

comparatively less parameters compared with LSTM that 

drastically decreasing the overfitting risk. This method 

considers the fusion of two GRU models in which one moves 

forward to study the time sequence pattern, and the other 

moves in the contrary direction to describe the time sequence. 

These assurances that this technique learns backwards and 

forward non-linear dependency.  

Especially the GRU has a Reset (R) and an Update (Z) 

gate, where the 𝑅 controls the amount of data forgotten at 

time 𝑡 − 1, and the 𝑍 controls the prominence of the hidden 

layer of the past moment at 𝑡 time. Moreover, 𝑍 can be used 

for learning the long‐term, whereas 𝑅 can be used for learning 

the short‐term dependencies. Firstly, consider the input 

sequence. 𝑋𝑡, the computation mechanism of the backwards-

moving GRU (𝐺𝑅𝑈 ⃖        ) and the forward-moving GRU (𝐺𝑅𝑈          ) 

is expressed as follows: correspondingly. 
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{
 
 

 
 𝑍 𝑡 = 𝜎(𝑋 𝑡 ⋅ 𝑊    𝑋𝑍 + 𝐻   𝑡−1 ⋅ 𝑊    𝐻𝑍 + 𝑏  𝑍)

𝑅  𝑡 = 𝜎(𝑋 𝑡 ⋅ 𝑊    𝑋𝑅 + 𝐻   𝑡−1 ⋅ 𝑊    𝐻𝑅 + 𝑏  𝑅)

𝐻′
𝑡

       = 𝜎(𝑋 𝑡 ⋅ 𝑊    𝑋𝐻′ + 𝑅  𝑡
∘
 
𝐻   𝑡−1 ⋅ 𝑊    𝐻′𝐻′ + 𝑏  𝐻)

𝐻   𝑡 = 𝑍 𝑡 ⊙ 𝐻   𝑡−1 + (1 − 𝑍 𝑡) ⊙ 𝐻′
𝑡

       

          (10) 

 

{
 
 

 
 𝑍⃖𝑡 = 𝜎(𝑋⃖𝑡 ⋅ 𝑊⃖   𝑋𝑍 + 𝐻⃖  𝑡−1 ⋅ 𝑊⃖   𝐻𝑍 + 𝑏⃖ 𝑍)

𝑅⃖ 𝑡 = 𝜎(𝑋⃖𝑡 ⋅ 𝑊⃖   𝑋𝑅 + 𝐻⃖  𝑡−1 ⋅ 𝑊⃖   𝐻𝑅 + 𝑏⃖ 𝑅)

𝐻′
𝑡

 ⃖     = 𝜎(𝑋⃖𝑡 ⋅ 𝑊⃖   𝑋𝐻′ + 𝑅⃖ 𝑡
∘
 
𝐻⃖  𝑡−1 ⋅ 𝑊⃖   𝐻′𝐻′ + 𝑏⃖ 𝐻)

𝐻⃖  𝑡 = 𝑍⃖𝑡 ⊙ 𝐻⃖  𝑡−1 + (1 − 𝑍⃖𝑡) ⊙ 𝐻′
𝑡

 ⃖     

           (11) 

 

Where 𝑏 shows the bias term.⊙ represent the 

component‐wise multiplication, 𝐻𝑡and𝐻𝑡
′ represents Hidden 

State (H) and candidate H during time 𝑡, correspondingly; 𝜎(∙
) denotes the activation function; and 𝑊𝑋𝑍, 𝑊𝐻𝑍, 𝑊𝑋𝑅, 𝑊𝐻𝑅 , 
𝑊𝑋𝐻′ , 𝑊𝐻′𝐻′ symbolize the weight matrix to be learned.  

 

Furthermore, the 𝐻𝑡
      and 𝐻𝑡

 ⃖    are combined to attain the 

last representation of 𝐻𝑓 H, as shown below. 

 

𝐻𝑡 = 𝐻𝑡
     ⊕ 𝐻𝑡

 ⃖                                    (12) 

 

Eq. (12) ⊕ indicates the component‐wise addition. 

Finally, the output of RNN (𝑂𝑡) is expressed as follows: 

 

𝑂𝑡 = 𝜎(𝑊𝑂 ⋅ 𝐻𝑡 + 𝑏𝑦)                         (13) 

 

As a variant of the attention module, the Self-Attention 

Mechanism (SAM) reduces dependency on exterior data and 

is proficient in characterizing the interior relation of input 

factors. As compared with other DL techniques, the SAM 

identify the main characteristics of the input feature instead 

of treating each feature equally and providing their respective 

weight to describe their importance. Hence, the SAM helps 

increase computational efficacy and is conducive to 

enhancing model generalization. Targeting improving the 

generalization and input feature’s interpretability, the SAM 

was intended to measure and identify the prominence of 

output and input features. It specifically focuses on the 

significant feature in the hidden layer that strengthens its 

generalization and improves the computation efficacy. Then, 

the computation model of the SAM introduced the steps. 

 

Step 1: Evaluate the attention score (bias term). Assume the 

input series 𝑥𝑘 = (𝑥1
𝑘 , 𝑥2

𝑘, … , 𝑥𝑛
𝑘), we attain the bias term 

𝑒𝑟𝑟𝑜𝑟𝑡
𝑚 at 𝑡 time and 𝑚 dimension, as follows. 

 

𝑒𝑟𝑟𝑜𝑟𝑡
𝑚 = 𝑓(𝑊𝑡,𝑚[𝐻1,𝑚, 𝐻2,𝑚, … , 𝐻𝑇,𝑀] + 𝑈𝑡,𝑚𝑥𝑘)  (14) 

 

In Eq. (14), 𝑓(∙) indicates the dense layer; 𝑀 and 𝑇 

denote the H dimension and time step amount; 𝑡 = {1, ⋯ , 𝑇} 

and 𝑚 = {1, ⋯ , 𝑀}; 𝑊 and 𝑈 show weight matrix that 

should be fitted. 

Step 2: Calculate feature importance (attention weight) of 

𝑚‐ 𝑡ℎ feature at 𝑡 time by implementing the 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 

function, as follows. 

 

𝜔𝑡
𝑚 =

exp(𝑒𝑟𝑟𝑜𝑟𝑡
𝑚)

∑ exp𝑇
𝑘=1 (𝑒𝑟𝑟𝑜𝑟𝑡

𝑚)
, ∑ 𝜔𝑡

𝑚

 

𝑡

= 1              (15) 

 

Step 3: According to the average value of feature 

reconstruction 𝜔𝑡
𝑚𝑒̃𝑎𝑛 given in Eq. (16), the newest H 

(𝐻𝑡
𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛) at 𝑡 time is attained, as follows: 

 

𝜔𝑡
𝑚𝑒̃𝑎𝑛 =

1

𝑀
∑ 𝜔𝑡

𝑚

𝑀

𝑚=1

                           (16) 

 

𝐻𝑡
𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 = 𝜔𝑡

𝑚𝑒̃𝑎𝑛𝐻𝑡                          (17) 

4. Results and Discussion 
In this research, the investigational outputs of the 

WHODL-HIABCD model are tested on the BreakHIS dataset 

[21]. The dataset contains two subsets, namely 40X and 100X 

datasets, as given in Table 1. The dataset includes benign and 

malignant classes. Fig. 3 represents the sample benign and 

malignant images. 

Four histological types of benign BC: Tubular Adenona 

(TA), Adenosis (A), Phyllodes Tumor (PT), and 

Fibroadenoma (F), and four Malignant Carcinomas (BC): 

Mucinous (MC), Ductal (DC), Papillary (PC), and Lobular 

(LC). 

 

The confusion matrix of the WHODL-HIABCD method 

is illustrated in Fig. 4. The figure indicates that the WHODL-

HIABCD technique recognized the benign and malignant 

samples. 

In Table 2 and Fig. 5, the grades of the WHODL-

HIABCD algorithm are portrayed on the 40X dataset. The 

experimental values defined that the WHODL-HIABCD 

technique effectually recognizes benign and malignant 

instances. As a sample, on 70% of TRP, the WHODL-

HIABCD method gains average 𝑎𝑐𝑐𝑢𝑏𝑎𝑙  of 91.56%, 𝑝𝑟𝑒𝑐𝑛 

of 94.36%, 𝑟𝑒𝑐𝑎𝑙  of 91.56%, 𝑠𝑝𝑒𝑐𝑦 of 91.56%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 

92.56%, and MCC of 85.88%. In parallel, on 30% of TSP, 

the WHODL-HIABCD method acquires average 𝑎𝑐𝑐𝑢𝑏𝑎𝑙 of 

92.12%, 𝑝𝑟𝑒𝑐𝑛 of 92.87%, 𝑟𝑒𝑐𝑎𝑙  of 92.12%, 𝑠𝑝𝑒𝑐𝑦 of 

92.12%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 92.48%, and MCC of 84.98%. 

Table 1. Details on databases 

Class 
Magnification 

40X 100X 

Benign 652 644 

Malignant 1370 1437 

Overall 1995 2081 
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Fig. 3 a) Benign images b) Malignant images 

 

 
Fig. 4 Confusion matrices of (a-b) and (c-d) 70% and 30% of TRP/TSP on 40X and 100X dataset  
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Table 2. Classifier output of WHODL-HIABCD model on 40X dataset 

Magnification: 40X 

Class 𝑨𝒄𝒄𝒖𝒃𝒂𝒍 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑺𝒑𝒆𝒄𝒚 𝑭𝒔𝒄𝒐𝒓𝒆 MCC 

Training Phase (70%) 

Benign 84.94 95.98 84.94 98.19 90.12 85.88 

Malignant 98.19 92.74 98.19 84.94 95.39 85.88 

Average 91.56 94.36 91.56 91.56 92.75 85.88 

Testing Phase (30%) 

Benign 87.93 90.53 87.93 96.30 89.21 84.98 

Malignant 96.30 95.21 96.30 87.93 95.75 84.98 

Average 92.12 92.87 92.12 92.12 92.48 84.98 

 

 
Fig. 5 Average output of WHODL-HIABCD model on 40X dataset 

Fig. 6 inspects the accuracy of the WHODL-HIABCD 

approach at the time of the T&V process on the 40X dataset. 

The figure notified that the WHODL-HIABCD approach 

reached a greater accuracy value over growing epochs. Also, 

the growing validation accuracy over training illustrates that 

the WHODL-HIABCD technique learns effectively on a 40X 

dataset.  

 
Fig. 6 Accuracy curve of WHODL-HIABCD method on 40X dataset 

 
Fig. 7 Loss curve of WHODL-HIABCD technique on 40X dataset 

 

 
Fig. 8 Average output of WHODL-HIABCD technique on 100X 

dataset 

The loss evaluation of the WHODL-HIABCD method 

during Training and Validation (T&V) is given on the 40X 

dataset in Fig. 7. The figure specifies that the WHODL-

HIABCD methodology attains closer training values and 

validation loss values. The WHODL-HIABCD methodology 

learns effectively on a 40X dataset. 

In Table 3 and Fig. 8, the outputs of the WHODL-

HIABCD approach are depicted on the 100X dataset. The 

figure depicted that the WHODL-HIABCD methodology 

recognizes benign and malignant samples effectually.  

As a sample, on 70% of TRP, the WHODL-HIABCD 

methodology acquires average 𝑎𝑐𝑐𝑢𝑏𝑎𝑙 of 91.22%, 𝑝𝑟𝑒𝑐𝑛 of 

88.01%, 𝑟𝑒𝑐𝑎𝑙  of 91.22%, 𝑠𝑝𝑒𝑐𝑦 of 91.22%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 

89.23%, and MCC of 79.17%.  

In parallel, on 30% of TSP, the WHODL-HIABCD 

method acquires average 𝑎𝑐𝑐𝑢𝑏𝑎𝑙 of 91.10%, 𝑝𝑟𝑒𝑐𝑛 of 

88.25%, 𝑟𝑒𝑐𝑎𝑙  of 91.10%, 𝑠𝑝𝑒𝑐𝑦 of 91.10%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 

89.42%, and MCC of 79.30%. 
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Table 3. Classifier output of WHODL-HIABCD technique on 100X 

dataset 

Magnification: 100X 

Class 𝑨𝒄𝒄𝒖𝒃𝒂𝒍 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑺𝒑𝒆𝒄𝒚 𝑭𝒔𝒄𝒐𝒓𝒆 MCC 

Training Phase (70%) 

Benign 93.63 79.18 93.63 88.81 85.80 79.17 

Malignant 88.81 96.84 88.81 93.63 92.65 79.17 

Average 91.22 88.01 91.22 91.22 89.23 79.17 

Testing Phase (30%) 

Benign 92.06 80.18 92.06 90.14 85.71 79.30 

Malignant 90.14 96.32 90.14 92.06 93.13 79.30 

Average 91.10 88.25 91.10 91.10 89.42 79.30 
 

 
Fig. 9 Accuracy curve of WHODL-HIABCD technique on 100X 

dataset 

Fig. 9 inspects the WHODL-HIABCD method’s 

accuracy during the T&V process on the 100X dataset. The 

figure notified that this model achieved a growing accuracy 

value over growing epochs. Moreover, the growing 

validation accuracy over training shows that the WHODL-

HIABCD model learned effectively on the 100X dataset. 

The loss analysis of the WHODL-HIABCD 

methodology during T&V is given on the 100X dataset in 

Fig. 10. The figure specifies that the WHODL-HIABCD 

methodology attains closer T&V loss values. The WHODL-

HIABCD approach learns effectively on the 100X dataset.  
 

 
Fig. 10 Loss curve of WHODL-HIABCD methodology on 100X dataset 

Table 4. Relative output of WHODL-HIABCD model with other 

techniques on 40X dataset 

Magnification: 40X 

Techniques 𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝒔𝒄𝒐𝒓𝒆 

WHODL-HIABCD 92.12 92.87 92.12 92.48 

PFTAS-QDA 84.08 83.98 83.61 83.81 

Inception-V3 73.66 79.9 82.04 81.58 

ResNet50 79.42 77.01 88.09 86.18 

Inception-ResNetV2 77.53 81.3 87.34 84.01 

Xception 80.18 79.81 85.35 86.27 
 

 
Fig. 11 Relative analysis of WHODL-HIABCD model on 40X dataset 

 

Table 4 and Fig. 11, the comparative outputs of the 

WHODL-HIABCD approach are provided on the 40X 

dataset. 

 

Based on 𝒂𝒄𝒄𝒖𝒚, the WHODL-HIABCD technique 

offers to increase 𝒂𝒄𝒄𝒖𝒚 of 92.12% while the PFTAS-QDA, 

Inception-v3, ResNet50, Inception-ResNetv2, and Xception 

algorithms reach decreasing 𝒂𝒄𝒄𝒖𝒚 of 84.08%, 73.66%, 

79.42%, 77.53%, and 80.18% respectively. In the meantime, 

based on 𝒑𝒓𝒆𝒄𝒏, the WHODL-HIABCD approach offers to 

increase 𝒑𝒓𝒆𝒄𝒏 of 92.87% while the PFTAS-QDA, 

Inception-v3, ResNet50, Inception-ResNetv2, and Xception 

techniques attain decreasing 𝒑𝒓𝒆𝒄𝒏 of 83.98%, 79.9%, 

77.01%, 81.3%, and 79.81% correspondingly. Eventually, 

based on 𝒓𝒆𝒄𝒂𝒍, the WHODL-HIABCD method offers 

increasing 𝒓𝒆𝒄𝒂𝒍 of 92.12% while the PFTAS-QDA, 

Inception-v3, ResNet50, Inception-ResNetv2, and Xception 

techniques reach decreasing 𝒓𝒆𝒄𝒂𝒍 of 83.61%, 82.04%, 

88.09%, 87.34%, and 85.35% correspondingly.  

 

In Fig. 12, a ROC examination of the WHODL-

HIABCD methodology is exhibited on the 40X dataset. The 

figure depicted that the WHODL-HIABCD methodology 

gave an output to the enhanced value of ROC. Also, it is 

evident that the WHODL-HIABCD algorithm can outspread 

the improved value of ROC on the total classes. 
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Table 5. Comparative outcome of WHODL-HIABCD method with 

other methods on 100X dataset 

Magnification: 100X 

Methods 𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝒔𝒄𝒐𝒓𝒆 

WHODL-HIABCD 91.22 88.01 91.22 89.23 

PFTAS-QDA 82.64 82.64 82.51 81.58 

Inception-V3 76.96 92.03 69.25 80.51 

ResNet50 71.26 72.97 88.12 81.57 

Inception-ResNetV2 70.45 91.31 63.14 74.45 

Xception 81.85 89.07 84.87 86.91 

 
Fig. 12 ROC curve of WHODL-HIABCD approach on 40X dataset 

 
Fig. 13 Comparative analysis of WHODL-HIABCD approach on 100X 

dataset 

Table 5 and Fig. 13, the comparative outputs of the 

WHODL-HIABCD method are provided on the 100X dataset 

[22]. Based on 𝑎𝑐𝑐𝑢𝑦, the WHODL-HIABCD technique 

offers increasing 𝑎𝑐𝑐𝑢𝑦 of 91.22% while the PFTAS-QDA, 

Inception-v3, ResNet50, Inception-ResNetv2, and Xception 

models obtain decreasing 𝑎𝑐𝑐𝑢𝑦 of 82.64%, 76.96%, 

71.26%, 70.45%, and 81.85% respectively. 

 
Fig. 14 ROC curve of WHODL-HIABCD approach on 100X dataset 

Meanwhile, based on 𝑝𝑟𝑒𝑐𝑛, the WHODL-HIABCD 

algorithm offers increasing 𝑝𝑟𝑒𝑐𝑛 of 88.01% while the 

PFTAS-QDA, Inception-v3, ResNet50, Inception-ResNetv2, 

and Xception methods acquire decreasing 𝑝𝑟𝑒𝑐𝑛 of 82.64%, 

92.03%, 72.97%, 91.31%, and 89.07% correspondingly.   

Finally, based on 𝑟𝑒𝑐𝑎𝑙 , the WHODL-HIABCD method 

offers increasing 𝑟𝑒𝑐𝑎𝑙 of 91.22% while the PFTAS-QDA, 

Inception-v3, ResNet50, Inception-ResNetv2, and Xception 

techniques reach decreasing 𝑟𝑒𝑐𝑎𝑙  of 82.51%, 69.25%, 

88.12%, 63.14%, and 84.87% respectively. These outputs 

assured the improved categorization outputs of the WHODL-

HIABCD model. 

In Fig. 14, a ROC examination of the WHODL-

HIABCD algorithm is exhibited on the 100X dataset. The 

figure labelled that the WHODL-HIABCD algorithm leads to 

an enhanced value of ROC. However, the WHODL-

HIABCD method can outspread an improved value of ROC 

on each class label. 

5. Conclusion 
In this work, a novel WHODL-HIABCD technique for 

automatic identification and categorization of BC. The 

presented WHODL-HIABCD technique comprises BF-based 

noise elimination, EfficientNet feature extraction, WHO 

hyperparameter tuning, and ABiGRU-based classification.  

The application of the WHO technique assists in the 

optimal hyperparameter selection of the ABiGRU method, 

which helps in accomplishing an improved detection rate. 

The experimental outcomes of the WHODL-HIABCD 

method are tested with the benchmark dataset. The 

comparative study stated the enhanced performance of the 

WHODL-HIABCD technique to recent approaches. 
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