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Abstract - Sentiment analysis is critical in natural language processing, particularly online shopping. With the rise of e-

commerce platforms and social media, customers generate enormous amounts of data through their reviews and feedback. The 

sentiment analysis of this data provides valuable insights into customer opinions and preferences, enabling companies to 

improve their products and services. However, sentiment analysis faces several challenges, including the ambiguity of the 

language used in customer reviews and the lack of labelled data. Researchers have developed various techniques to overcome 

these challenges, including machine learning and deep learning models. This research paper presents a new approach to 

sentiment analysis in online shopping reviews, using the Equanimous Intelligent Water Drop Algorithm-based Feed-Forward 

Neural Network (EIWD-FFNN). The proposed algorithm combines the Equanimous Intelligent Water Drop (EIWD) algorithm 

with the Feed-Forward Neural Network to optimize the network's hyperparameters for accurate sentiment classification. The 

EIWD algorithm maximizes the number of hidden layers, the learning rate, and the number of neurons in each hidden layer of 

the FFNN. This optimization approach reduces the dependency on labelled data and enhances the performance of the 

sentiment analysis task. The experiments are conducted on a dataset of customer reviews from Amazon. The results 

demonstrate that the proposed EIWD-FFNN algorithm outperforms other state-of-the-art sentiment analysis techniques, 

achieving an accuracy of 90.17%. Our study highlights the importance of developing accurate sentiment analysis techniques to 

understand customer feedback and improve products and services. The proposed algorithm offers a new approach that can 

overcome the challenges of ambiguous language and lack of labelled data, providing valuable insights into customer opinions. 

Overall, the proposed EIWD-FFNN algorithm offers a promising approach for sentiment analysis and could be a useful tool 

for businesses to improve their understanding of customer feedback in online shopping platforms. 
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1. Introduction  
Sentiment analysis, also known as opinion mining, is the 

process of extracting emotions, attitudes, and opinions 

expressed in text data. Sentiment analysis in opinion mining 

provides a computational approach to understanding the 

sentiments expressed in a large corpus of text data [1]. This 

allows organizations to gain valuable insights into consumer 

opinions and preferences, which can be used to make 

informed business decisions.  

Sentiment analysis is a crucial tool for businesses as it 

allows them to measure the success of their products and 

services. By analyzing the sentiment expressed in customer 

reviews, companies can determine whether their products 

and services meet their customers' needs and expectations. 

This information can be used to improve existing products 

and services or to develop new products and services that 

better meet the needs and expectations of customers [2]. 

Another critical application of sentiment analysis in 

opinion mining is in the field of marketing. Companies use 

sentiment analysis to understand the attitudes and opinions of 

customers towards their products and services and their 

competitors. This information can be used to create targeted 

marketing campaigns that better resonate with customers and 

improve brand image [3]. Additionally, sentiment analysis 

can be used to monitor the effectiveness of marketing 

campaigns, allowing companies to make real-time 

adjustments to optimize their campaigns.  

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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In addition to its applications in business and marketing, 

sentiment analysis is also used in politics and media. 

Political organizations use sentiment analysis to gauge public 

opinion on important issues, such as political candidates or 

policies. This information can be used to inform political 

strategy and decision-making. Similarly, media organizations 

use sentiment analysis to understand the public’s opinions on 

current events and monitor news articles' tone and sentiment 

[4]. 

The accuracy of sentiment analysis is of utmost 

importance, as incorrect sentiment analysis results can lead 

to wrong business decisions and harm a company’s 

reputation. The accuracy of sentiment analysis depends on 

various factors, including the quality of the data being 

analyzed, the algorithms used to process the data, and the 

skill of the sentiment analyst. To ensure the accuracy of 

sentiment analysis results, it is essential to use high-quality 

data sources, such as customer reviews and social media 

posts, and sophisticated algorithms that consider the context 

of the text being analyzed [5].  

Sentiment analysis is a powerful tool in opinion mining, 

providing organizations valuable insights into consumer 

opinions and preferences. Its business, marketing, politics, 

and media applications demonstrate its versatility and 

importance in today’s data-driven world. However, the 

accuracy of sentiment analysis results is crucial, and 

organizations must take steps to ensure that the data and 

algorithms used are of the highest quality. As sentiment 

analysis evolves and improves, it will likely play an even 

more critical role in shaping business and social decision-

making [6].  

The significant feature of sentiment analysis is [3, 7, 8]: 

• Sentiment analysis of customer surveys: The ability to 

analyze customer survey data and understand customer 

opinions and preferences. 

 

• Sentiment analysis of customer complaints: The ability 

to analyze customer complaints data and understand 

customer opinions and preferences. 

 

• Sentiment analysis of customer churn data: The ability 

to analyze customer churn data and understand customer 

sentiment towards the company. 

 

• Sentiment analysis of customer lifetime value: The 

ability to analyze customer lifetime value data and 

understand customer sentiment towards the company. 

 

• Sentiment analysis of customer loyalty: The ability to 

analyze customer loyalty data and understand customer 

sentiment towards the company. 

1.1. Problem Statement 
Irony and sarcasm often pose a significant challenge for 

sentiment analysis algorithms as they can completely change 

the intended meaning of a sentence. Enhancing irony and 

sarcasm detection in sentiment analysis involves developing 

algorithms that can accurately identify and categorize the 

sentiment expressed in texts that contain irony or sarcasm. 

This requires algorithms to consider the contextual cues and 

linguistic patterns commonly associated with irony and 

sarcasm and the ability to distinguish between literal and 

figurative expressions. Improving the detection of irony and 

sarcasm is essential in applications such as sentiment 

analysis of social media posts, product reviews, and 

customer feedback, where accurate identification of the 

sentiment expressed can significantly impact decision-

making processes. The objective is to enhance the ability of 

sentiment analysis algorithms to classify sentiments 

accurately, even in the presence of irony or sarcasm, 

improving their overall performance and effectiveness. 

1.2. Objective 

Developing Multilingual Models: To overcome the 

challenge of sentiment analysis in different languages, 

developing multilingual models is an essential objective for 

this field of research. To achieve this objective, researchers 

may focus on developing models capable of sentiment 

analysis in multiple languages and exploring transfer 

learning techniques to adapt existing models to new 

languages. Additionally, researchers may investigate using 

cross-lingual word embeddings and other methods to better 

incorporate language-specific information into the model. 

2. Literature Review 
“Heterogeneous Graph Convolution” [9] presents a 

novel approach to multimodal SA. The authors propose using 

graph convolutional networks on heterogeneous graphs to 

capture the relationships between different modalities and to 

use self-supervision to improve the model's performance. 

This approach can effectively model the complex 

relationships between text, image, and audio modalities, 

improving SA performance. “Multimodal Sentiment 

Analysis” [10] provides a comprehensive overview of 

multimodal SA. The authors survey the field's history, 

discuss various multimodal fusion methods, and provide an 

overview of the challenges and future directions for research. 

This article offers a valuable resource for researchers and 

practitioners in sentiment analysis. It allows for a 

comprehensive overview of the field and highlights the 

current state-of-the-art. “Hybrid Sentiment Analysis” [11] 

explores using textual and interactive information for SA. 

The authors proposed a novel hybrid model that combines 

the strengths of both types of information to improve the 

performance of SA, can capture the exact sentiment 

expressed in text and the implicit sentiment conveyed 

through user interactions, can improve SA performance, 

especially in great interactive information domains. 
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Table 1. Comparison of related literature 

Related Literature Merits Demerits 

Heterogeneous Graph 

Convolution  

• It uses heterogeneous graph convolution, 

which enhances the in-domain self-

supervision capability. 

• It has improved accuracy and robustness. 

• Computational complexity affects scalability. 

• The method is evaluated on a limited number of 

datasets. 

Multimodal Sentiment 

Analysis 

• The multimodal fusion method helps 

identify the potential way of increasing 

classification accuracy. 

• The review focuses primarily on state of the art 

in multimodal sentiment analysis. 

Hybrid Sentiment 

Analysis 

• It combines textual and interactive 

information for improved sentiment 

analysis. 

• It leverages the strengths of both types of 

information to provide improved sentiment 

analysis. 

• It is not suitable for all sentiment analysis tasks. 

Transfer-based 

Adaptive Tree 

• Transfer-based adaptive tree for 

multimodal sentiment analysis that 

leverages latent user aspects. 

• It can adapt to new domains and improve 

sentiment analysis performance. 

• It increased false positives and false negatives. 

• Performance is evaluated only on limited 

datasets. 

Hybrid Deep Learning 

Model 

• Effectively capture the aspect-level 

sentiments. 

• Improved sentiment analysis results. 

• It is unsuitable for all sentiment analysis tasks, 

and its performance is evaluated only on 

specific datasets. 

Hybrid Feature 

Extraction 

 

• Can effectively extract features from 

various sources. 

• The hybrid approach combines the 

strengths of multiple feature extraction 

methods. 

• The complex model design may require 

specialized knowledge and expertise to 

implement and train. 

• High computational resources required 

Enhancement of the 

KNN Model 

• Uses WordNet semantic relations to 

enhance the KNN model 

• Resulting in improved implicit aspect 

identification 

• The KNN model is simple and easy to 

implement 

• It may not perform as well as more advanced 

deep-learning models 

• Limited to the semantic relations present in 

WordNet, it may not capture all relevant 

implicit aspects. 

Multi CNN-Based Deep 

Learning Model 

• Bi-GRU and CNN components capture 

different aspects of the data. 

• It can handle large amounts of data, 

making it suitable for social media 

sentiment analysis. 

• The complex model design may require 

specialized knowledge and expertise to 

implement and train. 

• High computational resources are required. 

Emotional Sentiment 

Analysis 

• Can provide valuable insights into the 

emotional states of individuals on social 

media 

• Can help identify early warning signs for 

mental health issues 

• This may be subject to privacy concerns and 

ethical issues surrounding collecting and 

analysing personal data. 

• It may not accurately capture all emotions, 

leading to false positive or false negative results. 

Ensemble 

Transformer-Based 

Model 

• Can handle the complexities of the Arabic 

language, including multiple scripts and 

dialects 

• The ensemble approach combines the 

strengths of multiple models, leading to 

improved accuracy. 

• Implementing and training the complex model 

design may require specialized knowledge and 

expertise. 

• High computational resources are required. 

Heterogeneous Graph 

Convolution 

 

• Can handle large-scale sentiment analysis. 

• Aids in group decision-making through 

sentiment analysis. 

• The accuracy of the sentiment analysis may be 

limited by the quality and amount of data used.  

• It may not generalize well to other domains or 

products. 



P. Radha & N. Sudha Bhuvaneswari / IJETT, 71(9), 341-355, 2023 

 

344 

Multimodal Sentiment 

Analysis 

• Incorporates multiple modalities in 

sentiment analysis.  

• Utilizes information relevance to improve 

performance. 

• The complexity of the model may limit its 

scalability and generalizability.  

• The model may not perform well on tasks with 

limited data. 

 

“Transfer-based Adaptive Tree” [12] proposes a 

transfer-based adaptive tree approach to SA incorporating 

latent user aspects. This approach leverages pre-trained SA 

models to perform SA on new domains while also adapting 

to the specific characteristics of the target domain. This 

approach can effectively transfer knowledge from pre-trained 

models to new fields while also adapting to the particular 

characteristics of the target domain, leading to improved 

performance. “Hybrid Deep Learning Model” [13] presents a 

novel hybrid deep learning approach to aspect-based SA. The 

authors propose a hybrid model that combines convolutional 

neural networks and recurrent neural networks to capture the 

text's local and global context. This approach can effectively 

model the relationships between aspect terms and sentiment, 

improving performance on aspect-based SA tasks [14]. 

“Hybrid Feature Extraction” [15] presents a novel deep 

learning model for SA of consumer feedback. The model 

uses a hybrid feature extraction approach combining word 

embeddings and hand-crafted features such as part-of-speech 

tags [16]. The experiments show that the proposed model 

outperforms traditional machine learning approaches and 

deep learning models using only word embeddings. The 

results demonstrate the effectiveness of the hybrid feature 

extraction approach in capturing complex sentiment 

information in consumer feedback. 

“Enhancement of KNN Model” [17] proposes an 

enhancement of the K-Nearest Neighbors (KNN) model for 

implicit aspect identification in SA by incorporating 

semantic relationships from WordNet. The experiments show 

that the proposed approach outperforms the traditional KNN 

and other state-of-the-art models for implicit aspect 

identification. The results suggest that integrating semantic 

relationships from WordNet can effectively capture implicit 

sentiment information in the text. “Multi CNN-Based Deep 

Learning Model” [18] proposed for SA of social media 

content. The model combines the strengths of bi-directional 

GRU and multi-channel CNN to effectively capture the 

sequential and semantic information in a social media text. 

The experiments show that the proposed model outperforms 

state-of-the-art models for SA of social media content. The 

results demonstrate the effectiveness of the MBi-

GRUMCONV model in capturing both sequential and 

semantic information for SA. “Emotional Sentiment 

Analysis” [19] focuses on the importance of emotional SA 

for mental health safety in social media. The authors discuss 

the challenges in detecting and analyzing emotions in social 

media text and propose using deep learning models to 

address these challenges. The experiments show that the 

proposed deep learning models can effectively detect and 

analyze emotions in a social media text, providing valuable 

insights into users' mental health. The results highlight the 

importance of emotional SA for mental health safety in 

social media. “Ensemble Transformer-Based Model” [20] 

presents an ensemble transformer-based model for SA of 

Arabic text. The authors propose combining multiple 

transformer models with different architectures to achieve 

improved performance compared to individual models. The 

experiments show that the ensemble model outperforms 

state-of-the-art models for Arabic SA. The results 

demonstrate the effectiveness of the ensemble approach in 

achieving improved performance for SA of Arabic text. 

Optimization plays a significant role in Different research 

domains [21-35], [36]. 

“Large Scale Group Decision-Making System (LSGDMS)” 

[37] proposes a new approach to group decision-making that 

considers the sentiment individuals express. The authors 

claim that based on SA clustering, their system can 

effectively capture the sentiment expressed by individuals in 

a group and use it to make accurate group decisions. “Joint 

Multimodal Sentiment Analysis (JMSA)” [38] proposes a 

new approach to multimodal SA that considers the relevance 

of the information contained in different modalities. The 

authors claim that their system, based on information 

relevance, can effectively capture the sentiment expressed in 

multimodal data, as it considers the significance of the 

information contained in each modality.  

3. Equanimous Intelligent Water Drop 

Algorithm-Based Feed-Forward Neural 

Network  
 A feed-forward neural network employs a forward pass 

algorithm to generate output from an input. These are the 

stages that make up the algorithm: 

Step 1: Setup the Network 

Network parameters such as layer depth, the total 

number of neurons, and activation function are set 

during the initialization phase. Every neuron’s 

starting weight and bias are entirely arbitrary. 

Step 2: Compute the first hidden layer's output. 

The data is sent into the first hidden layer. To 

generate an output, the neurons within the initial 

hidden layer first calculate a weight value of the 

input, then add a correction factor, and then apply 

the activation function. Every neuron's output 

becomes part of the input for the following layer. 

Step 3: Compute the results of the final hidden layers. 

Similarly, the output of one hidden layer becomes 

the input for the next hidden layer's neurons, and 

so on.  
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Step 4: Computation of the output layer's output  

At the output layer, which receives the network's 

final output from the last hidden layer, each 

neuron calculates a weight value of the input, 

inserts a bias term, and then uses the activation 

function. 

Step 5: Determine the loss function. 

To quantify how much of a discrepancy there is 

between the anticipated and actual result for a 

particular input, the lost function is employed. 

Mean squared error is the most used loss function 

(MSE).  

Step 6: Update the biases and weights.  

By calculating the loss function gradient about the 

weights and biases, the backpropagation method 

updates the network's neuronal weights and 

biases. The loss function is minimized by 

adjusting the weights and preferences as reversely 

as the gradient.  

Step 7: Repeat steps 2 through 6 for every input in the 

practice data.  

For each input in the training data, the forward 

pass and backpropagation are performed until the 

network converges; at this point, the loss function 

has achieved a minimum. 

 

3.1. Activation Mechanisms  

The activation function is critical in a feed-forward 

neural network since it defines how a neuron responds to its 

input. In practice, these activation functions are the most 

popular: 

3.1.1. Signature Function 

 A non-linear function, the sigmoid function converts any 

real number to an integer range between 0 and 1, and it is 

defined in Eq.(1). 

𝑓(𝑥) = 1/(1 + 𝑒(−𝑥))    (1) 

 With 𝑥 serving as the neuron's input. 

 

3.1.2. ReLUFunction 

 Non-linear functions such as the Rectified Linear Unit 

(ReLU) function return the inputs if it is affirmative and 0 

otherwise. Eq.(2) characterizes the same. 

𝑓(𝑥) = 𝑚𝑎𝑥(0, 𝑥) (2) 

The input to the neuron is 𝑥. 

 
3.1.3. SoftmaxFunction 

 Feed-forward neural networks frequently utilize the non-

linear softmax function in the output layer to calculate the 

probabilistic model of the output classes, which is expressed 

in Eq.(3). 

𝑓(𝑥𝑖) = 𝑒(𝑥𝑖)/𝑠𝑢𝑚 𝑗𝑒(𝑥𝑗)   (3) 

Here 𝑖𝑡ℎ is the output layer neuron that received input from 

𝑥𝑖. 

 

3.2. Functions of Loss 

 The loss function is a metric that quantifies the deviation 

between the predicted and observed outputs for a given input. 

Popular loss functions include (i) Mean Squared Error and 

(ii) Loss of Cross-Entropy. 
 

3.2.1. Mean Squared Error (MSE) 

 A popular loss function for regression issues is the mean 

squared error; Eq. (4) provides the same. 

 

𝐿 =
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)

2

𝑛

𝑖=1

  (4) 

 

3.2.2. Loss of Cross-Entropy 

 In the context of classification issues, the cross-entropy 

loss is a frequently employed loss function, and Eq.(5) 

characterizes the same. 

 

𝐿 =
1

𝑛
 ∑ 𝑙𝑜𝑔(𝑦′ − 𝑖) + (1 − 𝑦𝑖)𝑙𝑜𝑔(1 − 𝑦𝑖

′)

𝑖

 (5) 

For some input 𝑖𝑡ℎ, the actual label is 𝑦𝑖 , the projected 

label is 𝑦′, and the input is 𝑛. 

 

3.3. Backpropagation 

 A particular procedure called backpropagation keeps a 

feed-forward neural network's weights and biases current. A 

gradient of the error function about the preferences and 

weights is computed using the following equation in 

calculus. The steps of the backpropagation algorithm are as 

follows. 

 

Step 1: Calculate the output layer error. 

     The output layer error is determined by comparing 

the projected and actual outputs. 

𝛿 = 𝑦 − 𝑦′ (6) 

In which the actual result is 𝑦, and the expected result is 𝑦′. 

 

Step 2: Compute the error in the hidden layers. 

The error in the hidden layers is calculated by 

propagating the error in the output layer backwards 

through the network. The error at each neuron is the 

weighted sum of the errors in the neurons it connects 

to in the next layer. 
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𝛿 = 𝑓′(𝑧) ∗ 𝑤 ∗ 𝛿 (7) 

Wherein 𝑓(𝑧) is the activation function's derivative, 𝑤 is 

the connection's weight, and delta output is the output layer's 

error. 

 

Step 3: Revisit the biases and weights.  

Following are some equations used to update the 

neuronal weights and biases: 

𝑤𝑛𝑒𝑤 = 𝑤𝑜𝑙𝑑 − 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔𝑟𝑎𝑡𝑒 ∗ 𝛿 ∗ 𝑥 

𝑏𝑛𝑒𝑤 = 𝑏𝑜𝑙𝑑 − 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔𝑟𝑎𝑡𝑒 ∗ 𝛿 
(8) 

Wherein 𝑥 is the input to the neuron, delta is the 

neuron's error, 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔𝑟𝑎𝑡𝑒  is the rate at which the neuron 

is learning, and 𝑤𝑜𝑙𝑑 and 𝑏𝑜𝑙𝑑  are the previous weights and 

biases. 

 

Step 4: Repeat steps 1-3 for each input in the training 

data 

The backpropagation algorithm is repeated for 

each information in the training data until the 

network reaches convergence. 

 

3.4. Training a Feed-forward Neural Network 

To train a feed-forward neural network, the following 

steps are typically followed: 

Step 1: Prepare the data 

Preprocessing involves separating incoming data 

into training, validation, and testing.  

Step 2: Initialize the network 

The network is initialized with a random set of 

weights and biases. 

Step 3: Forward pass 

The input data is fed through the network to 

generate a predicted output. 

Step 4: Determine the loss.  

A loss function may be determined by comparing 

the expected and actual output. 

Step 5: Backpropagation 

The network's neuronal weights and biases are 

adjusted using the backpropagation method. 

Step 6: Repeat steps 3-5 for multiple epochs. 

After the network has converged, a forward 

passage and backpropagation are stopped. 

Step 7: Evaluate the performance on the test set. 

The accuracy and generalization abilities of the 

neural model are assessed on a test set.  

 

3.5. Regularization Techniques 

Regularization techniques are used to prevent 

overfitting in a feed-forward neural network. Some 

commonly used regularization techniques are: 

 

3.5.1. L1 Technique   

After applying L1 regularisation, the loss function 

will now include a penalty term that scales inversely with the 

weights' absolute values. 

𝐿 = 𝑙𝑜𝑠𝑠 + 𝜆 ∑ |𝑤𝑠|
𝑖

 (9) 

Where lambda is the regularization strength. 

 

3.5.2. L2 Technique 

 After applying L2 regularisation, the loss function will 

now include a penalty term that scales inversely with the 

square of the weights. 

𝐿 = 𝑙𝑜𝑠𝑠 + 𝜆 ∑ 𝑤𝑖
2

𝑖
  (10) 

Where lambda is the regularization strength. 

 

3.5.3. Dropout 

 With the dropout method, some neurons are randomly 

removed from the training process. The network is 

effectively forced to learn redundant representations, which 

helps to reduce overfitting. 

 

3.6. Hyperparameters 
 Before a neural network is trained, its performance is 

heavily influenced by its hyperparameters, which are 

specified parameters. Examples of frequently used 

hyperparameters include (i) Learning rate, (ii) Total Number 

of hidden layers, (iii) Number of neurons per layer, and (iv) 

Activation function. 

 

3.6.1. Learning Rate 

The learning rate determines how much the weights 

and biases are updated during backpropagation. A high 

learning rate can cause the consequences to oscillate and 

prevent convergence, while a low learning rate can result in a 

slow conjunction. 

3.6.2. Total Number of Hidden Layers 

Complexity and the network's capacity to model 

intricate interactions are both functions of the hidden layers. 

However, adding too many hidden layers can result in 

overfitting and slow training. 

3.6.3. Number of Neurons Per Layer 

How well a network can represent complex 

functions depends on how many neurons are in each layer. 

However, adding too many neurons can also result in 

overfitting. 

3.6.4. Activation Function 

 The network's efficiency may change drastically 

depending on the activation function selected. Standard 

activation functions include sigmoid, tanh, and ReLU. 
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3.7. Classification 

Feed-forward neural networks (FFNN) can be used 

for classification tasks by mapping input data to output 

classes through a series of interconnected layers of neurons. 

The classification process in FFNN involves three key steps: 

forward propagation, computation of error, and backward 

propagation of error. 

3.7.1 Forward Propagation 

 Data is sent into the network at the input layer, and then 

each layer's output is produced to use a non-linear activation 

function as part of the forward propagation process. The 𝑘𝑡ℎ 

layer's production, represented by the notation ℎ𝑘, may be 

calculated mathematically as: 

ℎ𝑘 = 𝑓(𝑊𝑘ℎ𝑘−1 + 𝑏𝑘) (11) 

If 𝑤𝑘 and 𝑏𝑘 are the 𝑘𝑡ℎ layer's weights and biases, the 

output of the {𝑘 − 1} layer is ℎ𝑘−1, and the activation 

function is 𝑓. 

 The activation function makes the output of each layer 

non-linear, which lets the network pick up subtleties in the 

data. The sigmoid, ReLU, and tanh activation functions are 

only a few of the most popular ones. Predicted class 

probabilities are produced as ℎ𝑛 from the last layer, the class 

with the most significant probability is chosen as the 

predicted class. 
 

3.7.2. Computation of Error 

 A loss function calculates the network's error by 

comparing the anticipated class probabilities to the correct 

class labels. The cross-entropy loss is the most popular loss 

function for classification tasks since it quantifies the 

dissimilarity between the predicted and observed class 

probabilities. The formula for calculating the cross-entropy 

loss for a given training example is: 

𝐿(𝑦, �̂�) = − ∑ {𝑖 = 1}Λ{𝐶}𝑦𝑖𝑙𝑜𝑔{�̂�𝑖}
−

 (12) 

Where 𝑦 is the accurate class label, Λ{𝑌} is the predicted 

class probability vector, 𝐶 is the number of classes, and a log 

is the natural logarithm. 
 

The cross-entropy loss penalizes the network more when 

it makes confident but incorrect predictions and less when it 

makes uncertain or correct predictions. 
 

3.7.3. Backward Propagation of Error 

 The mistake is then re-routed back through the network 

to adjust the weights and biases, a process known as 

backward propagation. Weights and biases are updated based 

on the loss gradient relative to each layer's weights and 

biases, calculated using the chain rule of differentiation. 

Precisely, the 𝑘𝑡ℎ  layer's weight and bias update may be 

calculated as: 

𝑊𝑘 = 𝑊𝑘 − 𝛼(𝜕𝐿/𝜕𝑊𝑘) 

𝑏𝑘 = 𝑏𝑘 − 𝛼 ∗
𝐿

𝑏𝑘

 
(13) 

Where alpha determines how much the weights and 

biases are changed. 
  

At each iteration, the backpropagation method fine-tunes 

the network's weights and biases to reduce the loss of the 

training data. This procedure is repeated until convergence or 

the maximum number of iterations is reached. 
 

Feed-forward neural networks perform classification by 

mapping input data to output classes through a series of 

interconnected layers of neurons using non-linear activation 

functions. A loss function compares the predicted class 

probabilities to the actual class labels. The error is sent back 

into the network to adjust the weights and biases using the 

gradient descent method. 
 

3.8. Equanimous Intelligent Water Drop Algorithm  

IWD is inspired by how natural rivers work and the 

relationships between individual water droplets. It mimics 

the biological interactions between river water and soil. 

Large-scale swarm movement may be seen in nature, 

specifically in the water droplets of rivers in motion. Indeed, 

a river's courses are built by the persistent cooperation of a 

swarm of water droplets and the surrounding environment. 

The river bed, over which the water trickles, is a significant 

feature of the landscape that has far-reaching implications for 

the routes. In reality, a natural river's course is determined by 

water droplets in a swarm competing with various features of 

its surrounding environment.  

Three notable changes may occur to a water drop as it 

travels from the upper point of a river to the succeeding 

places downstream:  

• The water drop's soil will increase. 

• The water drop's velocity will rise. 

• The soil of the river's bed will decrease.  

 

Some of the river bed's dirt gets washed away and 

incorporated into the water droplets as they travel through 

the river. In addition, the high-velocity water drops travel 

away more dirt from the riverbed than the low-velocity water 

drops. Consequently, the rate at which water descends is 

proportional to the amount of removed dirt. Also, a path with 

little soil will enhance a water drop's velocity more than a 

rich soil path. Therefore, a route (or path) with less dirt 

allows the water drop to accumulate more soil, increasing its 

speed, while a path with more soil opposes the drop more 

vigorously, allowing it to collect less soil and decrease its 

speed. Water drops tend to pick the one with less dirt while 

deciding between many forks in the river on its way from 

upstream to downstream. 
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Proposed Algorithm 

Input: 

• Training data 𝑋 and their corresponding labels 𝑌 

• Network architecture (count of neurons in each layer) 

• Its alpha rate of learning 

• Number of epochs 

Output: 

• Network biases and trained weights  

Procedure: 

Initialization: 

• Set the network's weights and biases at random.  

• Choose a training rate as well as the number of iterations.  

Training: 

For epoch in 1 to epochs: 

For each training example 𝑥 and its corresponding label 𝑦: 

Forward Propagation: 

Compute the output of each layer using the following equations: 

ℎ1 = 𝑓(𝑤1 ∗ 𝑥 + 𝑏1) 

ℎ2 = 𝑓(𝑤2 ∗ ℎ1 + 𝑏2) 

... 

ℎ𝑛 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑛 ∗ ℎ𝑛−1 + 𝑏𝑛) 

Where 𝑓 is the activation function (such as ReLU or sigmoid), and softmax is the output activation 

function that converts the outputs of the last layer into a probability distribution over the classes. 

Compute the loss 𝐿(𝑦, ℎ𝑛) Using the information loss due to cross-entropy: 

𝐿(𝑦, ℎ𝑛) =  −𝑠𝑢𝑚  (𝑦𝑖 ∗ 𝑙𝑜𝑔ℎ𝑛,𝑖) 

Backward Propagation: 

Compute the error of the last layer as: 

𝛿𝑛 = ℎ𝑛−𝑦   

For each layer 𝑘 in reverse order (from 𝑛 − 1 to 1): 

Compute the error delta_k using the following equation: 

𝛿𝑘 = 𝑓′(𝑧𝑘 ∗ (𝑊𝑘+1)𝑇 ∗ 𝛿𝑘+1) 

where 𝑓′ is the derivative of the activation function, and 𝑧𝑘 = 𝑊𝑘 ∗ ℎ𝑘−1 + 𝑏𝑘 is the 

input to the activation function. 

Compute the gradients of the weights and biases using the following equations: 

𝛿𝑊𝑘 = ℎ𝑘−1 ∗ 𝛿𝑘
𝑇 

𝛿𝑏𝑘 = ∑ 𝛿𝑘𝑖

𝑁

𝑠=1

 

Update the weights and biases using the gradients and the learning rate: 

𝑊𝑘 = 𝑊𝑘 − 𝛼𝛿𝑊𝑘 

𝑏𝑘 = 𝑏𝑘 − 𝛼 ∗ 𝛿𝑏𝑘 

Prediction: 

• For each test example 𝑝: 

• Feed the input 𝑝 into the network and compute the output of the last layer. 

• Select the class with the highest probability as the predicted class. 

Evaluation: 

• Figure out the network's performance on the test set. 
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 EIWD uses two crucial features, which are (i) soil 

present in water droplets and (ii) speed it travels are two 

distinct factors. It is possible that the values of soil and 

velocity will dynamically alter the surroundings while it 

travels. From point 𝑠 to point 𝑤, the velocity increases by a 

velocity value. Its growth is often proportional to the 

𝑠𝑜𝑖𝑙(𝑠, 𝑤), the reverse of the soil at points 𝑠 and 𝑤. Eq.(14) 

can give a mathematical expression for the connection 

between velocity and 𝑠𝑜𝑖𝑙(𝑠, 𝑤). 

∆𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦(𝐼𝑊𝐷) ∝
1

𝑠𝑜𝑖𝑙(𝑠, 𝑤)
 (14) 

 

 One possible formulation between ∆velocity and 

𝑠𝑜𝑖𝑙(𝑠, 𝑤) is where the velocity of IWD gets updated by the 

𝑠𝑜𝑖𝑙(𝑠, 𝑤) as a non-linear function, expressed in Eq.(15). 

∆𝑣𝑒𝑙𝐼𝑊𝐷(𝑓) =
𝑑𝑟

𝑣𝑟 + 𝑢𝑟 × 𝑠𝑜𝑖𝑙2𝛿(𝑠, 𝑤)
 (15) 

 

Wherein 𝛿, 𝑑𝑟 , 𝑣𝑟  and 𝑢𝑟 does the user choose 

parameters based on demand. It is also expected that the 

amount of soil added to the IWD denoted as ∆𝑠𝑜𝑖𝑙(𝑠, 𝑤), is 

inversely proportional to the time spent travelling from point 

𝑠 to point 𝑤. Eq.(16) offers a viable alternative to 

∆soil(IWD). 

∆𝑠𝑜𝑖𝑙(𝑠, 𝑤) =
𝑑𝑒

𝑏𝑒 + 𝑢𝑒 × 𝑡𝑖𝑚𝑒2𝜌(𝑠, 𝑤: 𝑣𝑒𝑙𝐼𝑊𝐷)
 (16) 

 

Where 𝑡𝑖𝑚𝑒2𝜌(𝑠, 𝑤: 𝑣𝑒𝑙𝐼𝑊𝐷) is the amount of time it 

takes to keep moving from position 𝑠 to location 𝑤 at a speed 

of 𝑣𝑒𝑙𝐼𝑊𝐷 and, 𝜌, 𝑑𝑒 , 𝑣𝑒 and 𝑢𝑒 does it choose any real 

integer values based on the demand. 

 

 In Eq.(17) 𝑡𝑖𝑚𝑒(𝑠, 𝑤; 𝑣𝑒𝑙𝐼𝑊𝐷) is determined as a 

function of velocity using standard mechanics for linear 

motion. 

𝑡𝑖𝑚𝑒(𝑠, 𝑤; 𝑣𝑒𝑙𝐼𝑊𝐷) =
1

𝑣𝑒𝑙𝐼𝑊𝐷
 (17) 

In Eq.(17), 𝑠𝑜𝑖𝑙(𝑠, 𝑤) should also be updated as some 

soil is removed from the traversed route as described in 

Eq.(18). 

𝑠𝑜𝑖𝑙(𝑠, 𝑤) = 𝜑𝑘 × 𝑠𝑜𝑖𝑙(𝑠, 𝑤) − 𝜑𝑡 × ∆𝑠𝑜𝑖𝑙(𝑠, 𝑤) (18) 

Parameters for updating the local soil are 𝜑𝑘 and 𝜑𝑡, 

both of which must be positive. Thus, the following formula 

is used to get the soil volume, expressed in Eq.(19). 

𝑠𝑜𝑖𝑙𝐼𝑊𝐷 = 𝑠𝑜𝑖𝑙𝐼𝑊𝐷 + ∆𝑠𝑜𝑖𝑙(𝑠, 𝑤) (19) 

 The significant characteristic of IWD is that it favours 

routes with less dirt on the way to their final destination. 

Using this property as inspiration, this research uses a 

probability function for picking position 𝑤 from a random 

value when the water drop is placed at location 𝑠, and 

Eq.(20) expresses the same. 

𝑚(𝑠, 𝑤; 𝐼𝑊𝐷) =
𝑔(𝑠𝑜𝑖𝑙(𝑠, 𝑤))

∑ 𝑔(𝑠𝑜𝑖𝑙(𝑠, 𝑎))𝑎∉𝑟𝑢(𝐼𝑊𝐷)

 (20) 

 

Where 𝑟𝑢(𝐼𝑊𝐷) stands for the problem's infeasible 

nodes due to environmental limitations, and Eq.(21) 

expresses how 𝑔(𝑠𝑜𝑖𝑙(𝑠, 𝑤)) is computed. 

𝑔(𝑠𝑜𝑖𝑙(𝑠, 𝑤)) =
1

𝜎𝑒 + 𝑗(𝑠𝑜𝑖𝑙(𝑠, 𝑤))
 (21) 

 

Wherein 𝜎𝑒 is a constant positive integer used to avoid 

the issue that arises during the calculation in Eq.(21) (i.e., 

division by zero) and 𝑗(𝑠𝑜𝑖𝑙(𝑠, 𝑤)) is a function that shifts 

the 𝑠𝑜𝑖𝑙(𝑠, 𝑤) towards positive integer values. Eq.(22) 

expresses the same. 

 

𝑗(𝑠𝑜𝑖𝑙(𝑠, 𝑤)) = {
𝑠𝑜𝑖𝑙(𝑠, 𝑤) 𝑖𝑓𝑚𝑖𝑛𝑧∉𝑟𝑢(𝐼𝑊𝐷)(𝑠𝑜𝑖𝑙(𝑠, 𝑧)) ≥ 0 

𝑠𝑜𝑖𝑙(𝑠, 𝑤) − 𝑚𝑖𝑛𝑧∉𝑟𝑢(𝐼𝑊𝐷)(𝑠𝑜𝑖𝑙(𝑠, 𝑧)) 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

 

 

(22) 

  

3.8.1. Scheduler Rejection 

 Each IWD's visited node list is generated at the 

beginning of each iteration and is initially an empty value. 

Each IWD's initial velocity is set to InitVel, and the initial 

dirt value is set to 0. Starting with a node at random, an IWD 

is placed to choose neighbouring nodes to build the solution.  

 

During this process, IWD verifies the validity of all 

environmental restrictions, and it would assist in solving the 

problem. While it completes each iteration, it builds its 

solutions parallelly. These are the major features of the 

proposed IWD: 

 

Stage 1. Initialization  

An encoding strategy is a mandatory methodology in 

initialization for giving a solution in an optimum manner. In 

classical scheduling issues, a permutation list is used, and it 

is a standard encoding approach. A permutation list 

represents every drop of IWD. Random keys (RK) are a 

relatively better encoding method for IWD to achieve a 

better result. It is commonly used to describe the 

recommended sequence of tasks. By relaxing the restrictions 

of the RK technique, each drop can be an actual number in 

the range (0, 𝑐 + 1). The water drop should be denied entry 

to the overall water if it exceeds the value 1. In an IWD 

graph, a node is an actual number, and an edge is a schedule 
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that repeats itself in two different orders. Moreover, this 

research assumes that the first population is generated 

randomly, which is expected to be a popular method for 

initializing the solutions. 
 

Stage 2. Initialization of the following Static Parameters 

• Criteria for termination (𝑀𝑎𝑥𝐼𝑡𝑒𝑟) 

• The total amount of water droplets (𝐸𝐼𝑊𝐷) 

• First soil (𝐼𝑛𝑖𝑡𝑆𝑜𝑖𝑙) 

• Initial speed (𝐼𝑛𝑖𝑡𝑉𝑒𝑙) 
• Updated velocity parameters (𝛿, 𝑑𝑟 , 𝑣𝑟 𝑎𝑛𝑑 𝑢𝑟) 

• Parameters for updating the soil (𝜌, 𝑑𝑒 , 𝑣𝑒  𝑎𝑛𝑑 𝑢𝑒) 
 

It is up to the general research issue identified to 

determine the optimal maximum number of iterations. Here, 

this research work utilizes a value of 500 for 𝑀𝑎𝑥𝐼𝑡𝑒𝑟. The 

𝐸𝐼𝑊𝐷 population water-drop target is set to 500. An 

individual water drop with 𝐸𝐼𝑊𝐷 indicates a potential 

answer to the issue. The parameters for updating the velocity 

are determined to be 𝛿 = 1, 𝑑𝑟 = 1, 𝑣𝑟 = 0.01 and 𝑢𝑟 =
1, where all these are based on the findings of a main 

experiment. The settings for the soil update are 𝜌 = 1, 𝑑𝑒 =
1, 𝑣𝑒 = 0.01 and 𝑢𝑒 = 1. Within the range [0, 1], this 

research selects the value of 𝜑𝑡 for the local soil update 

parameter and 𝜑𝐼𝑊𝐷 for the soil surface updating parameter. 

The optimal values for both the local soil update variable 𝜑𝑡 

and the overall soil update variable 𝜑𝐼𝑊𝐷 are 0.53. 
 

Stage 3. Beginning Values 

• EIWD's speed of flow 

• Ground of EIWD 

• List of nodes EWID visited 

Each route will have 50 initial soil (𝐼𝑛𝑖𝑡𝑆𝑜𝑖𝑙), and it is 

applied to it. When 𝐼𝑛𝑖𝑡𝑉𝑒𝑙 = 4, the speed of every EIWD is 

set to 4.5. A solution for each 𝐸𝐼𝑊𝐷 is built using a visited 

node list, 𝑅𝑢(𝐼𝑊𝐷), which is initially empty. 

 

Stage 4. Random initial hops are necessary for IWDs to 

make and put them in an optimum place. 

 

Stage 5. Each 𝐸𝐼𝑊𝐷’s 𝑅𝑢(𝐸𝐼𝑊𝐷) of visited nodes should 

be refreshed to include the most recently visited nodes. 

 

Stage 6. Steps 6.1 and 6.2 are repeated until the EIWD 

achieves the target solution. 

 

Stage 6.1. When an 𝐸𝐼𝑊𝐷 is moved to a position 

𝑅𝑢(𝐸𝐼𝑊𝐷), this research work performs calculations to 

determine the likelihood that node 𝑤𝑏𝑒𝑠𝑡 will be selected. 

 

Stage 6.2. Eq.(23)  is used to calculate the velocity of each 

𝐸𝐼𝑊𝐷 as it travels from node 𝑠 to node 𝑤𝑏𝑒𝑠𝑡. 

𝑣𝑒𝑙𝐼𝑊𝐷(𝑓 + 1) = 𝑣𝑒𝑙𝐼𝑊𝐷(𝑓)

+
𝑑𝑟

𝑣𝑟 + 𝑢𝑟 × 𝑠𝑜𝑖𝑙2𝛿(𝑠, 𝑤)
 

   (23) 

Where the new velocity is denoted by 𝑣𝑒𝑙𝐼𝑊𝐷(𝑓 + 1). 

𝑠𝑜𝑖𝑙(𝑠, 𝑤) = 𝜑𝑘 × 𝑠𝑜𝑖𝑙(𝑠, 𝑤) − 𝜑𝑡 × ∆𝑠𝑜𝑖𝑙(𝑠, 𝑤) (24) 

and 

𝑠𝑜𝑖𝑙𝐼𝑊𝐷 = 𝑠𝑜𝑖𝑙𝐼𝑊𝐷 + ∆𝑠𝑜𝑖𝑙(𝑠, 𝑤)  (25) 

 

When 𝜑𝑘 = 1 − 𝜑𝑡, then ∆𝑠𝑜𝑖𝑙(𝑠, 𝑤) is calculated using 

Eq.(26). 

∆𝑠𝑜𝑖𝑙(𝑠, 𝑤)

=
𝑑𝑒

𝑣𝑒 + 𝑢𝑒 × 𝑡𝑖𝑚𝑒2(𝑠, 𝑤: 𝑣𝑒𝑙𝐼𝑊𝐷(𝑓 + 1))
 

(26) 

𝑡𝑖𝑚𝑒2(𝑠, 𝑤: 𝑣𝑒𝑙𝐼𝑊𝐷(𝑓 + 1)) calculated using Eq.(27) 

during which 

𝑡𝑖𝑚𝑒(𝑠, 𝑤: 𝑣𝑒𝑙𝐼𝑊𝐷(𝑓 + 1)) =
1

𝑣𝑒𝑙𝐼𝑊𝐷(𝑓 + 1)
 (27) 

 

Stage 7. Lexicographic Utility Function  

This step sets solutions 𝐹𝐼𝑊𝐷 set by 𝐸𝐼𝑊𝐷s in the 

threshold state and rate their overall quality. To account for 

the weights placed on the two objectives, the Lexicographic 

technique generates two models, denoted by 𝑀1 and 𝑀2, 

respectively. 

𝑀1: 𝑀𝑖𝑛𝐹𝑈 = ∑(1 − 𝑄𝑠)𝜗𝑠

𝑡

𝑠=1

 

(28) 

Subject to ∑ 𝜃𝑠 ≤ 𝑇𝐹
∗  𝑡

𝑠=1  

𝑀2: 𝑀𝑖𝑛 𝑇𝐹 = ∑ 𝜃𝑠

𝑡

𝑠=1

 

(29) 

Subject to ∑ (1 − 𝑄𝑠)𝜗𝑠
𝑡
𝑠=1 ≤ 𝐹𝑈∗ 

Stage 8. Eq.(30) finds the iteration's best answer (i.e., 

solutions) 𝐹𝑆𝑉 out of all the solutions 𝐹𝐼𝑊𝐷. 

𝐹𝑆𝑉 = arg 𝑚𝑖𝑛𝑎𝑙𝑙𝐼𝑊𝐷𝑆 𝑞(𝐹𝐼𝑊𝐷) (30) 

Stage 9. By replacing 𝐹𝑇𝐵 with 𝐹𝐼𝐵, the best solution from 

the current iteration can be obtained, and Eq.(31) expresses 

the same. 

𝐹𝑇𝐵 = {
𝐹𝐼𝐵  𝑖𝑓 𝑥(𝐹𝐼𝐵) ≤ 𝑥(𝐹𝑇𝐵)

𝐹𝑇𝐵 𝑒𝑙𝑠𝑒
 

(31) 

Step 10. Adjust the border soil around the 𝐹𝐼𝐵, i.e., the 

iteration that reflects the solution's improved quality where 

Eq.(32) expresses the same.  

𝑠𝑜𝑖𝑙(𝑠, 𝑤) = (1 + 𝜑𝐼𝑊𝐷). 𝑠𝑜𝑖𝑙(𝑠, 𝑤) −

𝜑𝐼𝑊𝐷.
1

(𝑇𝐼𝐵)
. 𝑠𝑜𝑖𝑙𝐼𝐵

𝐼𝑊𝐷 for (𝑠, 𝑤)𝜔 𝐹𝐼𝐵 
(32) 
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Where 𝑇𝐼𝐵 is the total number of water drops and 

𝑠𝑜𝑖𝑙𝐼𝐵
𝐼𝑊𝐷 is the soil of the best iteration so far. 

 

Stage 11. If 𝐼𝑡𝑒𝑟 is less than 𝑀𝑎𝑥𝐼𝑡𝑒𝑟, set 𝐼𝑡𝑒𝑟 = 𝐼𝑡𝑒𝑟 + 1, 

and go to Step 4 and follow still Step 11. 
 

Stage 12. Stop the EIWD and give the best answer of 𝐹𝑇𝐵. 
 

3.9. Iterated Local Search (ILS) 

A random search paradigm called iteration-based 

threshold local search (ITLS) was used to improve the 

efficiency of EIWD. It will provide simplicity, efficacy, and 

efficiency in tackling combinatorial optimization issues. 

ITLS is a straightforward stochastic local search strategy due 

to its basic tenets. ITLS relies heavily on (i) geotargeting and 

(ii) perturbation. The perturbation causes the algorithm to 

move away from the local extremum and into the newly 

accessible area of the search space. A local search technique 

based on the surrounding area is also planned to provide 

better results, 𝑙𝑧. It starts with the present solution and 

descends to a local optimum. Furthermore, the specified is an 

accepted metric for finalizing the solution chosen for further 

development. If the new solution is of higher quality, it will 

replace the old one. There is no end to the ITLS process 

unless a specific condition is met.  
 

3.9.1. Perform Local Search and Identify Neighborhood 

Features 

The local search involves discovering a locally optimal 

solution by probing the area around a given one. Local 

search iteratively progresses towards an optimum solution or 

meets some other requirement by making small, incremental 

adjustments to each potential solution in the feasible space. If 

a neighbourhood connection can be found on the solutions 

inside the feasible space, a local search can begin at a 

solution and progress iteratively to a neighbour one. The 

layout of the neighbourhood structure is a key challenge in 

developing a local search. The neighbourhood structure 

dictates how to get to a new solution by tweaking the old 

one. An important job is creating a neighbourhood structure 

that facilitates the transition from one answer to a better one. 

Several neighbourhood structures are used to steer the 

algorithm towards better outcomes in less time because the 

local solution acquired by one neighbourhood is not always 

the local ideal achieved by another. 

 

3.9.2 Perform ITLS-based Perturbation 

 The neighbourhood movements in the local search 

described address RKs that are accessible and rearrange the 

components of the present solution. In actuality, local search 

allows looking for viable places in the closest vicinity to the 

existing solution.  This kind of movement is concerned with 

the search process's intensification approach. It will enable us 

to find a different solution in a diversified manner. The 

perturbation is used to prevent the algorithm from becoming 

stuck in local optimization and to explore new spaces of 

viable areas. This is precisely what a perturbation approach 

aims to achieve. The high level of diversity makes the ITLS 

act like a random restart mechanism, which makes it very 

unlikely that reasonable solutions will be found. Also, if the 

disturbance is not severe enough, the ITLS cannot leave the 

current local region and will return to the current calculation 

extremum. 

 

4. About the Dataset 
The Amazon product review dataset is a comprehensive 

customer feedback collection that offers insights into product 

performance, user preferences, and customer satisfaction 

levels. The dataset is diverse and spans various categories, 

including books, electronics, clothing, and more, making it a 

valuable resource for businesses and researchers. One of the 

most notable features of the Amazon product review dataset 

is its large size, with millions of reviews and ratings 

available for analysis. This abundance of data makes it 

possible to identify trends and patterns across various 

product categories, which can be used to inform marketing 

and product development strategies. In addition to the core 

features of product ID, reviewer ID, review text, rating, 

helpful votes, total votes, review date, and product category, 

the dataset also includes product metadata. This information 

provides additional context for the reviews, such as the 

brand, model number, and price of the reviewed product. The 

Amazon product review dataset can be used for various 

purposes, including sentiment analysis, recommendation 

systems, and market research. Its accessibility and size make 

it popular for machine learning, data science projects, and 

academic research. The Amazon product review dataset is 

valuable for businesses looking to understand their customers 

better and researchers looking to gain insights into user 

behaviour and preferences. 

 

5. Performance Metrics 
• True Positive (TP): A sentiment analysis system 

accurately detects and labels the presence of positive 

sentiment in a text. 

• True Negative indicates an accurate text classification 

without negative sentiment in sentiment analysis. 

• In sentiment analysis, a False Positive occurs when a 

model incorrectly classifies a text with neutral sentiment 

as negative. 

• In sentiment analysis, a False Negative occurs when the 

model incorrectly classifies a text with negative 

sentiment as neutral. 

 

The abovementioned variables are used to calculate four 

standard performance metrics in this research. 

• The accuracy of a classification model is a measure of 

how well the model can correctly predict the class labels 

of the instances in a dataset. 

• The F-measure is a statistical measure that combines 

precision and recall into a single score to provide a 

balanced evaluation of a model’s performance. 
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• The Fowlkes-Mallows Index is a statistical measure that 

evaluates the degree of agreement between two 

clusterings of the same dataset. 

• The Matthews Correlation Coefficient (MCC) is a 

statistical measure that evaluates the performance of a 

binary classifier by measuring the correlation between 

the predicted and actual binary classifications. 

 

6. Results and Discussion 
6.1. CA and FM Analysis 

The graph presents a comparison of the classification 

accuracy (CA) and F-measure (FM) of three different 

sentiment analysis classifiers: Equanimous Intelligent Water 

Drop Algorithm-based Feed-Forward Neural Network 

(EIWD-FFNN), Large-Scale Group Decision-Making 

System based on Sentiment Analysis Cluster (LSGDMS), 

and Joint Multimodal Sentiment Analysis (JMSA). The CA 

and FM values of each classifier are shown on the graph. The 

proposed EIWD-FFNN classifier achieved the highest CA 

value of 90.173%, indicating that it could classify the input 

data accurately. Similarly, the EIWD-FFNN classifier also 

achieved the highest FM value of 91.632%, indicating that it 

could classify the data with high precision and recall. On the 

other hand, the LSGDMS classifier had the lowest CA value 

of 52.366%, while JMSA had a slightly higher CA value of 

61.424%. 
Table 2. Result values of CA and FM 

A LSGDMS JMSA EIWD-FFNN 

CA 52.366 61.424 90.173 

FM 51.744 63.285 91.632 

 

 
Fig. 1 CA and FM Analysis 

Regarding FM, LSGDMS had the lowest value of 

51.744%, while JMSA had a higher value of 63.285%. It is 

important to note that the results were based on a specific 

dataset and evaluation method, and the performance of the 

classifiers may vary depending on the data and evaluation 

criteria used. The EIWD-FFNN classifier is based on an 

intelligent water drop algorithm and feed-forward neural 

network, commonly used machine learning techniques for 

various classification tasks. The graph results indicate that 

the proposed EIWD-FFNN classifier outperforms the 

existing LSGDMS and JMSA classifiers regarding CA and 

FM, making it a promising option for sentiment analysis 

applications requiring high accuracy and precision. The 

result values of Figure 1 are provided in Table 2 

 

6.2. FMI and MCC Analysis 

The graph displays a comparison of the Fowlkes-

Mallows Index (FMI) and Matthews Correlation Coefficient 

(MCC) of three sentiment analysis classifiers: Equanimous 

Intelligent Water Drop Algorithm-based Feed-Forward 

Neural Network (EIWD-FFNN), Large-Scale Group 

Decision-Making System based on Sentiment Analysis 

Cluster (LSGDMS), and Joint Multimodal Sentiment 

Analysis (JMSA). The FMI and MCC values for each 

classifier are presented on the graph.  

 

Table 3. Result values of FMI and MCC 

 LSGDMS JMSA EIWD-FFNN 

FMI 51.747 63.286 91.635 

MCC 4.727 22.649 79.747 

 

 
Fig. 2 FMI and MCC Analysis 
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The proposed EIWD-FFNN classifier achieved the 

highest FMI value of 91.635%, indicating that it could 

classify the input data with high precision and recall. 

Similarly, the EIWD-FFNN classifier also achieved the 

highest MCC value of 79.747%, showing a strong correlation 

between the predicted and actual sentiment labels. In 

contrast, the LSGDMS classifier had the lowest FMI value of 

51.747%, while JMSA had a slightly higher FMI value of 

63.286%. For MCC, LSGDMS had the lowest value of 

4.727%, while JMSA had a higher value of 22.649%. It is 

essential to note that the results were based on a specific 

dataset and evaluation method, and the performance of the 

classifiers may vary depending on the data and evaluation 

criteria used. The EIWD-FFNN classifier uses an intelligent 

water drop algorithm and a feed-forward neural network.  

 

The graph results indicate that the proposed EIWD-

FFNN classifier outperforms the existing LSGDMS and 

JMSA classifiers regarding both FMI and MCC, making it a 

promising option for sentiment analysis applications that 

require high precision and strong correlation between 

predicted and actual sentiment labels. 

7. Conclusion 
In this research paper, we proposed a new approach to 

sentiment analysis in online shopping reviews using the 

Equanimous Intelligent Water Drop Algorithm-based Feed-

Forward Neural Network (EIWD-FFNN). Our proposed 

algorithm is a combination of the EIWD algorithm and the 

FFNN, which optimizes the hyperparameters of the network 

to achieve better classification accuracy. The results of our 

experiments on a dataset of customer reviews from Amazon 

demonstrate the effectiveness of the proposed algorithm. The 

proposed EIWD-FFNN algorithm outperforms other state-of-

the-art sentiment analysis techniques, achieving an accuracy 

of 90.17%.  

Our study highlights the importance of developing 

accurate sentiment analysis techniques to help businesses 

understand customers' feedback and improve their products 

and services. The proposed algorithm offers a new approach 

to enhance sentiment analysis accuracy, even in ambiguous 

language and a lack of labelled data. Future work may focus 

on applying the proposed algorithm to other domains and 

expanding the range of applications. 

 

Additionally, the proposed algorithm can be extended to 

analyze different aspects of customer reviews, such as 

identifying the most common complaints or compliments, 

which could provide further insight into customer feedback. 

Overall, our proposed EIWD-FFNN algorithm offers a 

promising approach to sentiment analysis. It could be an 

essential tool for businesses to improve their understanding 

of customer feedback in online shopping platforms. 
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