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Abstract - Digital images have played an important role in the modern world. In this sense, image noise reduction techniques 

have become an important research field for many reasons. This work presents a whole perspective of the image denoising field 

since the first published article to state-of-the-art research. In this context, we analyzed classical and modern methods and 

metrics applied to remove noise from images, considering the whole collection encountered in the SCOPUS database. It was 

verified that classical computer vision techniques were extensively used in this context, above all different image filters. On the 

other hand, modern techniques hold on deep learning models, including combining them with classical techniques. Models such 

as Generative Adversarial Networks (GANs), variational techniques, residual networks, denoising diffusion probabilistic models, 

and quantum computing appear as future trends in this knowledge area. Also, some research gaps were found.  

Keywords - Classical computer vision techniques, Deep learning models, Image denoising, SCOPUS database, GANs. 

1. Introduction  
Since the advent of digital images, noise presence has 

been an issue for many reasons, such as the inability to detect 

interested objects, difficulty in providing precise medical 

diagnostics based on visual analysis, aesthetic goals, security, 

etc. Indeed, noisy images are still found today due to various 

origins, such as limitations of acquisition devices and fetus 

movement during the image acquisition by magnetic 

resonance machines, for example. Also, different noises can 

occur in some stages of image formation, which results in poor 

image quality [1].  

Consequently, image denoising is considered a classical 

problem of the computer vision field and has been extensively 

studied since always [2]. The first published article in the 

SCOPUS database was written in 1979, a work developed by 

Lim [3] that proposed a system to reduce random noise in 

Pulse Code Modulation (PCM) images. Afterwards, the image 

denoising area became widely studied, with many advances 

considering the techniques applied to perform noise reduction. 

For example, the first works developed in this field used 

methods involving linear and non-linear filters, Bayesian 

approaches, and wavelet transforms. Then, in modern days, 

artificial intelligence-based methods, especially deep 

learning-based ones [4], have played this protagonist role in 

recent years. An illustration of the importance of modern 

developed works in this area is the papers recently published 

by Krisha and Peram [5] and Chui et al. [6]. They created two 

case studies where they could provide enough proof that 

image denoising deep methods could increase the accurate rate 

of early oral and prostate cancer detection, respectively. In this 

sense, this study is a literature review about the general area 

of image denoising. Over the past few years, other reviews 

have been published in this field. In this sense, Kaur and Dong 

[2] performed a literature review of medical image denoising, 

pointing out various techniques applicable to noise reduction 

in this type of image and clarifying the importance of image 

denoising. On the other hand, Lakshmi et al. [1] considered 

various applications. They developed a literature review with 

the purpose of gaining knowledge about denoising filter 

algorithms used for noise removal from images.  

Another correlated literature review was carried out by 

Nair et al. [7], which consisted of identifying relevant 

published articles from SCOPUS for denoising, detection, 

recognition, and restoration, among other goals in underwater 

imaging. The authors also proposed a research framework for 

systematically organizing the main underwater techniques. 

Another work, a more specific one, was performed by Reddy 

and Pawar [8], where they presented a study about 

Multispectral Image (MSI) denoising.  Singh et al. [9] also 

provide a literature review about image denoising focusing on 

Convolutional Neural Networks (CNN) based techniques for 

image denoising. Taking these literature reviews into 

consideration. This study brings a different perspective on the 

history of the image denoising field.  

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Fig. 1 Proposed article methodology 

Also, this refers to the gap of this research: the lack of a 

panorama of the image denoising field listing and discussing 

classic and state-of-the-art techniques under a systematic and 

global perspective. In this sense, the main goal of this research 

is to analyze the evolution process of the image denoising field 

and to predict, based on this evolution process, future trends 

for this field. Thus, we will gather information from the first 

article published in SCOPUS until the most recent papers. 

Also, we will analyze some classical and state-of-the-art 

applied techniques.  

The main contributions of this study are:  

• A systematic analysis of the most used techniques in the 

image denoising problem using the SCOPUS database. 

• Discussion about the future trends of the image denoising 

field and literature gaps. 

• Information gathering is needed in the most important 

knowledge areas involving image denoising. This 

information helps us to construct a panorama of essential 

aspects in the image denoising field, which will be useful 

for contextual analyses. 

Figure 1 brings a graphic representation of the idea of this 

study. This figure shows ideas, concepts, and elements that are 

in the scope of this work. Therefore, this review will perform 

searches in the SCOPUS database aiming to provide 

information about image denoising classical techniques, 

modern methods, most used quality image metrics, and future 

trends in this field, and, as a consequence, it will identify 

research gaps and reach conclusions. In addition, Figure 2 

represents how part of this systematic review was carried out. 

The rest of this paper is organized as follows. Subsection 1.1. 

presents a glossary of some technical terms utilized in this 

study. Section 2 brings an entire perspective on the image 

denoising area, presenting aspects such as the details of the 

applied article methodology and important numbers related to 

this field. Section 3 is dedicated to discussing both classical 

and state-of-the-art techniques to perform image denoising, 

bringing also a small description of the noisy images issue. 

Section 4 presents the most known and applied quality image 

metrics, where such metrics are presented and briefly 

discussed. Section 5 leads us to the main objective of this 

research: the presentation of the future trends in the image 

denoising knowledge area. It also discusses observed 

literature gaps. Finally, Section 6 concludes the work and 

presents the literature gaps.  

2. A Whole Perspective of the Image Denoising 

Field 
To initiate this section, this study briefly presents a 

glossary in Table 1 with some technical terms and their 

respective definitions. Part of the applied methodology in this 

research is shown in Figure 2. The methodology is based on 

the SCOPUS database and VOSviewer software, which is a 

free bibliometric software for visual analysis of literature 

reviews [10]. Thus, this study searched works from 1979 to 

2024 and identified some essential aspects, such as work 

volumes per year, more recurrent terms, and more important 

image denoising research areas.  

In addition, to select the papers consulted to construct this 

work, some steps were followed:  

• First, older (the first 40 published articles) publications 

were consulted to analyze initially applied techniques in 

the image denoising area. In this sense, only papers 

judged as relevant were cited in this work; 

• Secondly, about 5% to 10% of the papers quantity in each 

analyzed decade were read to get specific information; 

• Finally, some specific terms were searched aggregated 

with the key term “image denoising”, such as “generative 

adversarial networks”, “autoencoders”, “Deep Belief 

Networks”, “Deep Residual Networks”, and “Quantum 

Computing”. 

  

Image denoising literature  

review: 

• Classical techniques; 

• State-of-the-art methods; 

• Metrics; 

• Future trends. 
Found gaps 

and 

conclusions 
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Fig. 2 Step-by-step systematic literature review for image denoising field 

Table 1. Concept of some technical terms

Technical Term Definition 

Image restoration The process of restoring corrupted images involves image denoising techniques. 

Image denoising classical 

techniques 

In general, conventional image denoising techniques include, for example, Wavelet 

Transforms and Wiener Filtering. 

Deep learning methods 
Specific machine learning methods use neural networks with multiple layers to analyze and 

learn from a great amount of data. 

Bayesian approaches 
Statistical approaches based on Bayes’ theorem, which represents the probability of an event 

based on evidence or prior knowledge. 

Generative Adversarial 

Networks (GANs) 

A group of machine learning approaches is utilized to generate new data that resembles a 

specific training dataset. 

Residual Networks 
A class of deep neural network architecture with the purpose of addressing the issue of 

vanishing or exploding gradient, which can arise when training very deep models. 

In general, analyzing Figure 3, it is possible to verify a 

crescent trend in the number of published works about image 

denoising, showing that this field has attracted more attention 

over the years, especially in recent years. Indeed, considering 

the years from 2008 to 2022, the number of published papers 

more than quadrupled. This can be explained by the great 

advances achieved in the image denoising field using state-of-

the-art methods and by the importance of having high-quality 

images in many areas. Figure 4 shows that Computer Science 

is the area with major significance (in terms of quantity) in 

aspects of the publication of image denoising works, followed 

by the Engineering field.  

Start 
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Fig. 3 Number of documents about image denoising over the years, from 2008 until January 2024 

 
Fig. 4 Image denoising research in the knowledge areas 
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 Fig. 5 The most recurrent terms found in a literature review about image denoising 

Also, Figure 5, provided by the VOSviewer software, 

shows the relationship between the most recurrent terms used 

in the published documents in this area. Besides, analyzing 

Figure 5, it is possible to see that deep learning methods (see 

Table 1), wavelet transforms, and median filters appear 

strongly. Furthermore, some of the terms shown in Figure 5 

are filter, wavelet, image quality, image restoration (see Table 

1), neural network, medical images, and diagnosis. 

3. Noisy Images and Denoising Process 
Noise is a random process, and images are usually noisy 

for many reasons. Noise can be caused by light fluctuations, 

poor weather conditions (haze, wind, mist, fog, …), 

involuntary movements, the conditions under which the image 

was acquired, or simply the manner in which the image was 

stored and the techniques used to compact it, the image sensor, 

among others. Besides, image noise can be both signal 

independent (e.g. additive) and signal dependent (e.g. 

multiplicative) [11]. For instance, in the case of additive noise, 

a high-quality image 𝑥  can be represented via a restoration 

model (see Table 1) given by 𝑥 = 𝑦 − 𝑣, where y denotes the 

acquired noisy image and 𝑣 represents the noise [12]. Starting 

from this model, classical techniques (see Table 1) address the 

denoising problem by supposing some prior knowledge to 𝑣 

while recent neural network methods deal with this problem 

through learning approaches. Hence, based on this presented 

systematic literature review, in general, the methods applied 

to handle this drawback evolved over the years, as shown in 

the following subsections of this study.  

3.1. Classical Approaches for Image Denoising 

The first research that appears in the SCOPUS database 

when using the key term “image denoising” (Figure 2) is from 

1979, a study developed by Lim [3] and published in 

Applications of Digital Image Processing III. This work 

proposed a noise reduction system to reduce random noise in 

Pulse Code Modulation (PCM) images. Also, this system was 

based on the fact that grayscale contouring due to quantization 

can be converted to a signal-independent additive random 

noise with a low mean square error by putting a known 
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random noise to the sampled image before quantization and 

subtracting the same random noise after quantization. In this 

sense, from 1981 to 1990, only five works involving “image 

denoising” appeared in SCOPUS. However, one of them is 

actually about natural language. In 1982, Patil et al. [13] 

applied two-dimensional Kalman filtering, aiming at noise 

reduction in images. In 1986, Acheroy [14] proposed the use 

of Discrete Cosine Transform (DCT) for image noise 

reduction. Following in 1988, Park et al. [15] developed a 

binary image enhancement algorithm that smooths out the 

noise element while preserving thin contours. In 1989, Kramm 

and Keller [16] applied the Fast Fourier Transform (FFT) to 

improve the image quality. In general, those applications were 

still very limited in many aspects, such as the type of images 

and small test sets (authors did not have many images to work 

with). Besides, the methods were based on classical image 

processing.  On the other hand, from 1990 to 2000, using the 

same keyword (“image denoising”) in SCOPUS, 163 works 

were found, a significant increase with respect to the previous 

decade.  

However, in the 1990-2000 decade, according to works 

encountered in SCOPUS, the main types of applied 

approaches are wavelet-transform-based methods [17, 18], 

Bayesian-based methods [19, 20], and nonlinear filtering 

methods [21, 22]. Taking into consideration the decade from 

2001 to 2010, 2529 articles were found in SCOPUS when this 

research was performed (January of 2024), again, a substantial 

increase compared to the previous decade. Considering the 

high number of papers, the VOSviewer was also used to help 

with the literature analysis. Other analyses were performed by 

searching for specific information in the articles. Thus, 

considering the most recurrent terms that appeared in the 

graphic representation designed by the VOSviewer (as shown 

in Figure 6), the most applied methods in the 2001-2010 

decade were the ones involving wavelet transforms, Bayesian 

networks, and artificial intelligence. Also, wavelet 

transformations appear stronger than Bayesian networks and 

artificial intelligence in this period. However, artificial 

intelligence has started to be an alternative to handle the noisy 

image problem. Indeed, nowadays, the most applied 

techniques for the image denoising task involve deep neural 

networks. However, conventional approaches are still applied 

in this field. To understand the differences in the result 

performances between these two types of methods (classical 

and modern), it is possible to access some specific recent 

reviews [23-25].  

3.2.  Modern Approaches for Image Denoising 

For modern approaches, this work separated papers from 

2011 to 2020 and from 2021 to 2024, the last 14 years. The 

first period is marked as the start of a new perspective in the 

image processing field, with the development and wide 

application of new models based on machine learning 

methods. In that decade, 10130 articles were found in 

SCOPUS in image denoising.  

Table 2. Concept of some technical terms    

Deep Learning Technique 
Recent Reference 

Works 

Generative Adversarial 

Networks (GANs) 

[27], [28], [29], [30], 

[31] 

Auto-Encoder (AE) [32], [33], [34], [35] 

Deep Belief Networks (DBNs) [36], [37] 

Deep Residual Networks (DRNs) [38], [39], [40] 

Taking into consideration the next period, from 2021 to 

2024, only four years in total, 4670 articles were found in 

SCOPUS when this research was performed (January of 

2024), a substantial increase compared to previous decades. 

Figures 7 and 8 highlight that this is the beginning of the deep 

learning era for denoising, showing the power of deep neural 

networks in this task, besides many others [26].  

In this context, Figures 7 and 8 show that methods and 

techniques groups involving deep learning have been the trend 

for the last two decades. Considering this, a new search in 

SCOPUS was performed to find the most used deep model 

groups in this field. Therefore, Table 2 presents these most 

applied specific deep techniques, considering the image 

denoising task followed by their respective recent works. 

In addition, considering the models presented in Table 2, 

it is possible to access the following classical references to 

encounter more information about each of these deep 

methods. The GANs were introduced by Godfellow et al. [41]. 

The concept of AE for denoising tasks was proposed in 1987.  

However, a more recent autoencoder model can be 

detailed in [42]. The DBNs were developed by Hinton et al. 

[43], and the DRNs were introduced by He et al. [44]. Figure 

9 illustrates the most applied techniques in image denoising 

over the years. While analyzing Figure 9, some methods 

appear more than once, such as Wavelet Transform, Bayesian 

Methods, and Deep Neural Methods.  

4. Image Denoising Metrics 
 In the image denoising field, there are some metrics used 

to evaluate the performance of the models besides visual 

analysis, which is more subjective. In this sense, this 

subsection describes, also based on the performed literature 

review, the most applied image quality metrics. First of all, the 

Peak Signal-to-Noise Ratio (PSNR) is the most frequent 

metric for assessing the quality between the original image 

and the resultant image [45].  

PSNR is an engineering term that refers to the ratio of a 

maximum signal's possible value to the power of corrupting 

noise that affects the representation's quality. Also, it is 

calculated in logarithmic decibel units, and the higher the 

value of PSNR, the better will be the quality of the output 

image [45, 46].  
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Fig. 6 The most recurrent terms found in a literature review about image denoising, considering the period from 2001 to 2010 

Fig. 7 The most recurrent terms found in a literature review about image denoising, considering the period from 2011 to 2020 
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Fig. 8 The most recurrent terms found in a literature review about image denoising, considering the period from 2021 to 2024 

PSNR has been recently applied in [47, 48, 49, 50]. 

Besides, it is calculated using Equation 1. 

𝑃𝑆𝑁𝑅 = 20𝑙𝑜𝑔(𝑀𝐴𝑋𝐼) − 10𝑙𝑜𝑔(𝑀𝑆𝐸).      (1) 

In the above formula, 𝑀𝐴𝑋𝐼 is the maximum pixel value 

of image 𝐼 and 𝑀𝑆𝐸 (Equation 2) is the mean squared error 

that considers the “true” numeric values for comparison 

between actual and degraded images [51]. 

𝑀𝑆𝐸 =
1

𝑀×𝑁
∑ ∑ [𝑔(𝑖, 𝑗) − 𝑓(𝑖, 𝑗)]2𝑁

𝑗=1
𝑀
𝑖=1 ,      (2) 

Where 𝑀 and 𝑁 are the pixel amount in the 𝑥 and 𝑦 

directions, respectively, of the images, and 𝑔(𝑖, 𝑗) and 𝑓(𝑖, 𝑗) 
are the grey values of the original and the cleaned images, 

respectively, at point (𝑖, 𝑗).  

The Structural Similarity (SSIM) index is a metric that 

allows the evaluation of the level of harmony between two 

images. To evaluate the similarity, SSIM (see Equation 3) 

merges three components: Luminance, structural information, 

and contrast differences. Luminance is evaluated as the 

distortions among both images in bright parts. In SSIM, the 

structural information is computed by the magnitude of the 

spatial interdependencies between the pixels of both images. 

The contrast differences also demonstrate an evaluation of the 

degree of variability or “texture” in both images [52]. Some 

works that recently applied SSIM were [47, 49, 50]. Given two 

images (or two windows) 𝑥 and 𝑦 of common size 𝑁𝑥𝑁, the 

SSIM index is calculated as: 

 

𝑆𝑆𝐼𝑀 =
(2𝜇𝑥𝜇𝑦+𝑐1)(2𝜎𝑥𝑦+𝑐2)

(𝜇𝑥
2+𝜇𝑦

2+𝑐1)(𝜎𝑥
2+𝜎𝑦

2+𝑐2)
,             (3) 

Where 

• 𝜇𝑥 is the pixel sample mean of 𝑥;  

• 𝜇𝑦 is the pixel sample mean of 𝑦;  

• 𝜎𝑥
2 is the variance of 𝑥; 

• 𝜎𝑦
2 is the variance of 𝑦; 

• 𝜎𝑥𝑦 is the covariance of 𝑥 and 𝑦;  

• 𝑐1 = (𝑘1𝐿)
2 and 𝑐2 = (𝑘2𝐿)

2are two variables to stabilize 
the division with a weak denominator; 

• 𝐿 is the dynamic range of the pixel values; 

• 𝑘1 = 0.01 and 𝑘2 = 0.03 by default and the closer it is to 

1, the better the similarity between the two images. 

In addition, the Root Mean Squared Error (RMSE) is 

another metric applied in this field. When the correlation is 

higher, and the RMSE is lower, the filtering performance 

should be better.  

Also, some works have recently been applied to RMSE, 

such as [47, 53, 54]. The mathematical representation for 

RMSE is given in Equation 4 

𝑅𝑀𝑆𝐸(𝑔, 𝑓) = √𝑀𝑆𝐸,          (4) 
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Fig. 9 Denoising approaches most applied over the years

Where 𝑀𝑆𝐸 is defined in Equation 2, 𝑔 is the original 

signal, and 𝑓 is the denoised signal.  

On the other hand, spectral angle mapping (SAM) is the 

only evaluation index used to calculate the spectral 

consistency of hyperspectral data. The formula for SAM is 

given by Equation 5 

𝑆𝐴𝑀 = 𝑐𝑜𝑠−1 (
⟨𝑣,𝑣⟩

‖𝑣‖2∙‖𝑣‖2
).          (5) 

Where 𝑣 represents the pixel vector of the reference 

image, while 𝑣 represents the pixel vector of the denoising 

image. The lower the SAM value, the better the denoising 

performance [55]. Some works have been recently applied 

SAM, such as [56, 57, 58]. Global Error in Synthesis 

(ERGAS) is a metric that provides an overall quality rate of 

the denoising result and is computed by Equation 6.  

𝐸𝑅𝐺𝐴𝑆 = 100
ℎ

𝑙
√

1

𝑁
∑ [𝑅𝑀𝑆𝐸(𝑖) 𝑀𝑒𝑎𝑛(𝑖)⁄ ]𝑁
𝑖=1 .        (6) 

ERGAS indicates the rate of the spatial resolution of the 

two images (reference and denoising images), 𝑖 denotes the 

number of bands of the denoising image, 𝑀𝑒𝑎𝑛(𝑖) represents 

the mean value of differences among the 𝑖-th band of the 

reference and denoising images, and 𝑅𝑀𝑆𝐸(𝑖)represents the 

root mean squared error of the 𝑖-th band between the reference 

image and that of the denoising image. The lower the ERGAS 

value, the better the denoising result. Some works have been 

recently applied ERGAS, such as [56, 59, 60]. Figure 10 

shows how the metrics are analyzed.  

5. Discussions and Future Trends  
Noisy images are generated constantly because noise is 

considered a common and recurrent image aspect. Indeed, this 

happens because the image generation process is full of 

specificities that yield artifacts. Sources of image noise 

include sensor noise, compression artefacts, quantization 

noise, and environmental effects (e.g. atmospheric distortion). 

Besides, noisy imaging domains include low light, medical 

imagery (e.g. MRI and US), remote sensing (e.g. multispectral 

and Synthetic Aperture Radar), and infrared. In this context, 

image noise can be modeled by some probabilistic 

distributions [61]. Over time and according to the performed 

literature review in this work, the more common models of 

image noise distributions are Gaussian, Laplacian, Uniform, 

Poisson, Gamma, Exponential, and Alpha-Stable [18, 62, 63, 

64].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10 Representation of how the metrics are analyzed 
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Knowing how noise is the up arrow indicates that the 

greater the metric, the better it is. And, the down arrow means 

that the lower the metric, the better it is distributed could be 

interesting because this can help in the choice of the best 

method of image recovery. Besides, this study showed that the 

first research about image denoising issues applied traditional 

methods based on wavelet transforms, Bayesian models, and 

nonlinear filters. Indeed, these techniques are still used today; 

however, in general, they are combined with deep learning 

models, which have revolutionized many fields and delivered 

many state-of-the-art methods for different classical and 

modern tasks. However, classical methods, even though in 

smaller proportions, are still being improved nowadays, such 

as those in the domain of non-local means and sparse 

representation. In this sense, the total variation method image 

denoising proposed in 1992 by Rudin et al. [65] opened the 

field to subsequent image denoising methods ideas 

considering the image property sparsity [66, 67]. The Non-

Local Means (NLM), introduced in 2005 by Buades et al. [68], 

is an algorithm for the image denoising task that has reached 

significant success in this field since it was proposed. Also, it 

continues to be applied and holds excellent results in this area, 

as shown by the recent works of Guo et al. [69] and Direk [70]. 

Also, considering the sparse representation domain, important 

results proceed to be achieved by late research in the image 

denoising area, as can be seen in [71, 72].Although taking the 

entire literature review performed in this research, it is 

possible to conclude that deep learning models are the future 

for the image denoising problem. There are also some reasons 

to believe in this belief. First, deep learning methods can learn 

from data, which means that with a representative dataset, it is 

possible to reach great results.  

Secondly, deep learning techniques require, in general, a 

huge amount of data to deliver high performances, which is 

easily found nowadays, with Big Data being one of the pillars 

of Industry 4.0. Thirdly, the majority of developed works 

(about 90% of them) aiming at denoising images apply some 

model based on deep learning, which is justified by the deep 

neural network's power.  In fourth place, the rapid 

technological development of hardware allows the 

development of new deep neural network architectures trained 

with enormous quantities of data. On the other hand, diverse 

types of filters are still applied with the aim of image 

denoising, which is also a trend for the future. Some of the 

most applied filters are Kalman [73], Laplacian [62], Median 

[74], and Wiener [75]. Besides, the combination of image 

filters and deep learning methods remains a very strong and 

promising tendency in this field due to its important results 

[76].  

However, the fact that deep learning models are seen as 

the future of the image denoising field by many researchers in 

this field was a conclusion already expected. Thus, this work 

analyzed the specific deep learning methods that will be most 

applied in the future and shows the reasons why. In general, 

four groups of deep models can be pointed to as future trends: 

generative adversarial networks, residual networks, 

variational inference, and Denoising Diffusion Probabilistic 

Models (DDPM).In this context, the GANs have received 

great attention in a variety of applications, including in image 

denoising tasks [41]. They gained a reputation because of their 

interesting ability to generate new examples drawn from an 

existing distribution of samples. Recent works, considering 

the image denoising task, applied variations of GANs that 

resulted in very good results [29, 30, 31].Deep Residual 

Networks use an assisting technique called skip connection 

[44] to try to learn the residue between the noisy and clean 

images. Also, a large number of works applied related deep 

residual networks [38, 39, 40]. Variational inference 

techniques perform both noise estimation and noise removal 

in a Bayesian framework [77]. Such a method is also a future 

trend and has been extensively applied in this area [63, 72, 78]. 

Also, DDPM, initially introduced by Ho et al. [79], has 

emerged as a modern machine learning approach with the 

capability to learn from data distributions and synthesize high-

quality images outperforming well-known conventional 

methods [80, 81, 82]. In addition, accoupled with these 

models, there are the main applied end-to-end network 

architectures in this kind of task, which are U-Net [83], Res-

Net [44], and VGG [84]. Nevertheless, another modern 

approach appears to be a strong future trend in this field: the 

quantum image computing-based denoising methods.This 

technique aims to use the advantage of quantum computing 

for handling and analyzing images using quantum machines. 

In this sense, some works were able to find very promising 

results for image denoising tasks applying Quantum Image 

Computing (QIC), and that is the reason why this approach 

plays an important place as a future promise.  

For example, Zhou and Liang  [85] developed a method 

based on a quantum machine learning model that restores 

images. Chinnaiyan and Sylam [86] proposed a deep approach 

that applies Quantum Wavelet Transform (QWT) specifically 

in the image denoising process. Also, Guntupalli et al. [87] 

introduced a novel methodology for image denoising using 

Quantum Generative Adversarial Networks (QGANs) and 

performed a comparison between their proposed approach and 

non-quantic techniques. In Section 4, some image denoising 

evaluation metrics are presented. Those alternatives are used 

when there is ground truth available. However, visual analysis 

is another option to evaluate the image quality when ground 

truth is not available, although they are strongly subjective. 

Also, when machine learning methods are used, the value of 

the loss function can be used to evaluate the model’s 

performance. Nevertheless, there are situations in which 

obtaining pairs of images (clean and corrupted) is a big 

challenge or even impossible. In that kind of situation, it is 

necessary to try to handle this problem by using methods that 

can provide restored images without the respective clean 

images. Taking this into consideration, some ground truth free 

models can handle this problem, such as: 
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• Deep image prior [88]: truncated learning of single 

image; 

• Noise2Noise [89]: multiple noisy images used for 

training; 

• Noise2Self [90]: Similar to Noise2Noise but use one 

image; 

• Noise2Void [89]: Similar to Noise2Noise but use a blind-

spot masking scheme; 

Indeed, methods that do not require ground truths to 

obtain good results in image denoising and restoration tasks 

are fundamental and will open the doors to an abundance of 

applications, e.g. on medical image data. Also, in general, the 

image denoising field requires more benchmarking 

developments. In other words, proposed methods require 

testing in known datasets to make results comparisons. 

6. Conclusion  
The main goal of this paper was to analyze the evolution 

process of the image denoising field and to predict, based on 

this evolution process, future trends for this field and literature 

gaps. This research identified the method applied in the first 

published work that appeared on the SCOPUS database in 

1979 and performed an analysis passing for all the decades 

since then to understand the changes in science techniques and 

methods used to perform improvements in image quality.  

Besides, this work detected too many works developed 

over the years, showing a crescent number of articles 

published since the 1980s and the knowledge areas that most 

apply denoising techniques. This study showed that the type 

of methods applied to remove noise from images changed over 

the years. The first ones, in general, involved classical 

computer vision techniques, such as nonlinear filters. On the 

other hand, the new methods converged to artificial 

intelligence, more specifically to the deep learning model, 

once they were state-of-the-art in this field. In this sense, 

hardware developments, together with a huge amount of data 

available to train deep models in many knowledge fields, 

contribute to the idea of a future that will bring more advances 

in image denoising using deep learning models. This literature 

review also presented that GANs, residual networks, 

variational inference, denoising diffusion probabilistic 

methods, and quantum computing-based approaches are the 

future trends in the image denoising field. However, it is 

important to highlight that classical techniques, such as 

different kinds of filters, are still applied in this knowledge 

area, especially when combined with modern deep techniques. 

Besides, computer science is the knowledge area, with more 

articles published on image denoising followed by 

engineering.  

Regarding literature gaps that emerged when analyzing 

image denoising works in SCOPUS, this study detected that 

there is a lack of information about the correlation between 

different kinds of images and appropriate denoiser techniques. 

Also, this research verified that a robust study that correlates 

the visual analysis with quality image evaluation metrics is 

also missing in the literature. Another gap is the rare 

possibility of performing benchmarking since many applied 

datasets are not public, which makes it impossible to compare 

results. In addition, a study that could search for the reasons 

why some classical methods are still applied for the image 

denoising task would be an advance in science. This research 

should present the advantages of using conventional methods 

compared to deep learning approaches specifically for this 

field. 
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