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Abstract - This research presents a deep learning-based differential privacy Laplace mechanism (DLPM) for the networking 

trajectories of the Internet of Vehicles. The DLPM is constructed using deep learning and clustering techniques to address 

consumers’ privacy leakage concerns effectively. Segment the trajectory space into separate regions based on timestamps to 

incorporate the temporal element in trajectories. This will determine the trajectory’s distribution points inside each zone. 

Enhance membership stability in multi-peak clustering for each region and pre-allocate the privacy budget matrix based on the 

trajectory density of each area. Employ a temporal graph convolutional network model to train and predict the designated 

privacy budget matrix while extracting the spatiotemporal characteristics of trajectory data. Disseminate the trajectory data 

just after applying Laplace noise to the predictive outcomes. Both theoretical and empirical research indicate that DLPM 

exhibits reduced overhead and more precise privacy budget predictions than alternative systems. The Differential Privacy 

Laplace Mechanism (DLPM) incorporates Laplace noise into trajectory data, enhancing its use. 

Keywords - Internet of Things, Privacy protection, Connected vehicle, Trajectory, Clustering, Deep learning.

1. Introduction  
In Vehicular Ad-Hoc Networks (VANETs) [1], users 

generate extensive trajectory data through location-based 

services [2], posing significant privacy risks due to the 

sensitive nature of location information [3]. Traditional 

privacy protection methods, such as k-anonymity [4], l-

diversity [5], and t-closeness [6], anonymize trajectory data 

to prevent privacy breaches. However, these techniques are 

vulnerable to advanced attacks, including homogeneity, 

background knowledge, and combination attacks. To 

mitigate these risks, Dwork’s [7] introduction of Differential 

Privacy (DP) provided a theoretical framework to protect 

against background knowledge attacks by adding noise to 

data. Yet, excessive noise often degrades the utility of the 

protected data, creating a trade-off between privacy and 

usability [8]. Addressing the challenge of data quality loss in 

most clustering scenarios, the author [9] introduced a system, 

DPTD, which uses DBSCAN clustering for trajectory 

publication, safeguarding most trajectories’ privacy. The 

author [10] introduced the LGAN-DP technique, which 

utilizes deep learning for trajectory synthesis and applies k-

means clustering to analyze trajectory result sets, thereby 

improving data privacy. K-means and DBSCAN clustering 

significantly rely on user-defined parameters, resulting in 

inconsistent performance. The author [11] presented the 

Stable-Membership Multi-Peak Clustering (SMMP) 

algorithm, which utilizes stable membership degrees to 

resolve parameter tuning challenges. However, it is 

constrained to low-dimensional spaces [12]. This paper 

presents an enhanced algorithm, the Improved Stable-

Membership Multi-Peak Clustering (ISMMPC), which 

autonomously adjusts clustering thresholds, performs multi-

prototype clustering and tackles challenges in multi-

dimensional application scenarios associated with the 

Internet of Things.  

Author [13] introduced the DPGeo framework, 

employing DP-collected perturbed datasets from adversarial 

autoencoders to train trajectory generators [14]. Nonetheless, 

trajectory precision is confined to grid-level representations. 

Recent research by Fed-Inforce-Fusion has presented a 

federated reinforcement model for safeguarding IoMT 

networks. [16] examines the differential privacy of deep 

learning, whereas [17] proposes a framework for the private 

generation of trajectories utilizing deep learning. The 

GeoPM-DMEIRL model [18] uses deep inverse 

reinforcement learning to provide secure IoMT trajectories. 

These enhancements underscore the ongoing efforts to 

bolster the privacy and security of the IoMT. The author 

presented the Spatiotemporal Long Short-Term Memory 

(LSTM) model, incorporating Laplace noise to forecast 

position structures; nevertheless, the specified privacy budget 

is imprecise. The Internet of Things has numerous 

applications, such as collaboration among urban Internet of 
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Vehicles, pedestrian safety through IoT and sensors, edge AI 

for the Internet of Everything, sustainable rail transportation, 

and future person re-identification via the Internet of Bodies. 

The author employed a trajectory prediction Hidden Markov 

Model utilizing spatiotemporal density clustering. 

Accommodates smooth data but fails to capture concealed 

nonlinear features in trajectories. This study integrates the T-

GCN model with differential privacy technology, effectively 

forecasting digital privacy budgets and investigating linear 

and nonlinear characteristics embedded in trajectories. 

Research on the security and privacy of the Internet of 

Things encompasses a comprehensive examination of the 

challenges related to 5G, a privacy-centric federated learning 

framework for smart city mobility [24], a federated 

reinforcement learning-enhanced driving system [25], and an 

environmentally considerate approach to forest fire 

classification [23]. A digital privacy and security evaluation 

of smart city federated learning is also accessible. This study 

enhances the understanding and management of 

vulnerabilities and privacy problems associated with the 

Internet of Things. This analysis examines the influence of 

data sparsity, caused by timestamp-based trajectory region 

partitioning, on the digital privacy protection of trajectories, 

considering the spatiotemporal characteristics of trajectory 

space.  

The ISMMPC algorithm and T-GCN model address 

significant privacy issues in the Internet of Things, utilizing a 

Q-Learning model for flow compensation incentives. 

Various studies employ Multi-Agent Deep Reinforcement 

Learning to focus on a privacy-preserving offloading 

mechanism [26]. A survey [27] has thoroughly studied the 

challenges of trust-based security in the Internet of Things. 

Moreover, research has examined the potential collaboration 

between the Internet of Things and blockchain to enhance 

security [28]. Electric vehicles are associated with the 

Internet-of-Batteries (IoB) idea, which prioritizes sustainable 

solutions and is engineered to improve the efficacy of digital 

privacy protection and the functionality of trajectory data. 

Addressing these limitations, this paper introduces a novel 

privacy preservation method incorporating the Improved 

Stable-Membership Multi-Peak Clustering (ISMMPC) 

algorithm and the Temporal Graph Convolutional Network 

(T-GCN) model. This approach addresses privacy risks in the 

multi-dimensional trajectory space representing vehicle 

trajectories by mapping their time-based movement across 

geographic coordinates and timestamps. The ISMMPC 

algorithm dynamically adjusts clustering thresholds, supports 

multi-dimensional spaces, and retains temporal and spatial 

features during clustering, which is critical for privacy 

protection in the Internet of Vehicles (IoV). Meanwhile, the 

T-GCN model improves privacy budget prediction by 

analyzing spatiotemporal dependencies in trajectory data, 

allowing for a more adaptive noise allocation that enhances 

data usability. This dual approach uniquely mitigates privacy 

risks associated with consecutive location points in trajectory 

data—a commonly overlooked aspect in prior research, 

where the focus has primarily been on individual data points. 

The main contributions of this research include: 

1. A novel privacy preservation framework for trajectory 

data in IoV that integrates ISMMPC with T-GCN to 

enhance stability and adaptability across complex 

spatiotemporal structures. 

2. A more accurate prediction of privacy budgets by 

utilizing T-GCN to model spatiotemporal dependencies 

in trajectory data. 

3. A comprehensive experimental validation using real 

datasets (Divvy Bikes and T-drive) demonstrates the 

proposed model’s superior balance between privacy 

protection and data usability compared to state-of-the-art 

methods. 

In Section 2, we lay down the groundwork by reviewing 

the pertinent literature and previous research. Section 3 

describes the Dynamic Load Balancing and Power 

Management technique in depth, whether it is suggested or 

used. Section 4 details the experimental design and dataset 

description, whereas Section 5 presents results, discussion 

and performance assessment. The study concludes with a 

summary of the main points, consequences, and future 

prospects in Section 6. 

2. Background Knowledge 
2.1. Trajectory Model 

Definition 1: A grid graph H. H = (W;F) , F is the set of 

edges, 𝑊 = {𝑊1, 𝑊2, ⋯ , 𝑊𝑛×𝑛} is the node at the grid 

position, 𝑛 × 𝑛 is the number of grid area positions. 

Definition 2: Feature Matrix Y. Node attributes contain grid 

trajectory data, forming the feature matrix Y. 𝒀𝑡𝑔
 represents 

the trajectory information at the time 𝑡𝑔, where 𝑡𝑔  is the 

timestamp. Spatiotemporal trajectories are trajectory data 

obtained by learning mapping functions in both time t and 

spatial coordinates Y and can be represented as: 

[𝑌𝑖𝑔+1, ⋯ , 𝑌𝑡𝑔+𝑇] = 𝐺 (𝐺; (𝑌𝑡𝑔−𝑚, ⋯ , 𝑌𝑡𝑔−1, 𝑌𝑡𝑔
))  (1) 

The forecast time series step is T, while the past time 

series length is m. 

Definition 3: Let 𝐵𝑔 be the region partitioned by 𝑡𝑔. Based 

on 𝐵𝑔 ,n×n grid regions are obtained, and matrix T is 

constructed to record the number of trajectories in  𝐵𝑔 . 

Matrix element 𝑡𝑖𝑗(𝑖, 𝑗 = 1,2, ⋯ , 𝑛) corresponds to the 

cumulative trajectory count in the grid region, where i and j 

are element indices. maxT represents the maximum tij, and T 

can be expressed as: 

            𝑇 = [

𝑡11 ⋯ 𝑡1𝑛

⋮ ⋮
𝑡𝑛1 ⋯ 𝑡𝑛𝑛

]                                   (2) 
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Fig. 1 Temporal graph convolutional network model 

Definition 4: Density Matrix Q Construct Matrix Q to 

represent the trajectory density of 𝐵𝑔 . Matrix element 

𝑞𝑖𝑗(𝑖, 𝑗 = 1,2, ⋯ , 𝑛) Indicates the density of trajectories in 

the corresponding grid region, where 𝑞𝑖𝑗 = 𝑡𝑖𝑗/𝑎𝐵𝑔
is the area 

of 𝐵𝑔. Q can be expressed as: 

𝑄 = [

𝑞11 ⋯ 𝑞1𝑛

⋮ ⋮
𝑞𝑛1 ⋯ 𝑞𝑛𝑛

]                            (3) 

Definition 5: Privacy Budget Matrix F. Construct matrix F 

to represent the privacy budget allocated for 𝐵𝑔. Matrix 

element 𝜀𝑖𝑗(𝑖, 𝑗 = 1,2, ⋯ , 𝑛) represents the grid region’s 

privacy budget. The initial value of 𝜀𝑖𝑗 is 0. F can be 

expressed as: 

𝐹 = [

𝑓11 ⋯ 𝑓1𝑛

⋮ ⋮
𝑓𝑛1 ⋯ 𝑓𝑛𝑛

]                         (4) 

2.1. Differential Privacy 

Definition 6: Differential Privacy. Given a random 

algorithm N, where the set of all possible outputs is O, and 

the probability distribution of O is denoted by Q [⋅], for any 

two neighbouring datasets E and E′, if the probability 

distributions of the two neighbouring sets satisfy: 

𝑄[𝐾(𝐸) ∈ 𝑂𝐾] ⩽ e𝜀 × 𝑄[𝐾(𝐸′) ∈ 𝑂𝐾],           (5) 

Then the algorithm N provides ε-Differential Privacy. 

Here, Q [⋅] represents the probability of privacy leakage, and 

ε represents the degree of privacy protection, where ε∈ (0,1]. 

Definition 7: Global Sensitivity. For a function 𝑓: 𝐸 → S𝑒  

where E is the domain for any neighboring datasets E and E′, 

the global sensitivity iss given by: 

Δ𝑓 = 𝑚𝑎𝑥
𝐸,𝐸′

 ∥∥𝑓(𝐸) − 𝑓(𝐸′)∥∥1
. ,.              (6) 

Where e is the query dimension and ∥⋅∥ represents the L1 

norm. 

Definition 8: Laplace Mechanism. For a given dataset E, 

assuming there is a function 𝑓: 𝐸 → S𝑒  with sensitivity Δf, 

the Laplace Mechanism is defined as K(E)=f(E)+Y, where 

the noise Y follows the Laplace distribution. 

𝑌 ∼ Lap (
Δ𝑓

𝜀
).                                   (7) 

Y Δf” is directly proportional to and inversely proportional 

to 

 

2.2. Temporal Graph Convolutional Network (T-GCN) 

Model 

The GCN-GRU Temporal Graph Convolutional 

Network (T-GCN) model is shown in Figure 1. T-GCN 

graphs convolution on m time series data using a 2-layer 

GCN model to understand spatial features from the road 

network region’s intricate structure. Using spatial time series, 

the GRU model captures temporal data through dynamic 

information transmission between units. T-GCN effectively 

learns spatiotemporal dependencies, enabling trajectory 

prediction. This can be expressed as: 
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Fig. 2 Improved stable-membership multi-peak clustering process 

𝐺(𝑁, 𝑋) = 𝜎൫𝑁̂Relu ൫𝑁̂𝑋𝑍0൯𝑍0൯,

𝑣𝑡𝑔
= 𝜎 (𝑍𝑣 [𝐺 (𝑁, 𝑋𝑡𝑔

) , 𝑔𝑡𝑔−1] + 𝑐𝑣) ,

𝑟𝑡𝑔
= 𝜎 (𝑍𝑟 [𝐺 (𝑁, 𝑋𝑡𝑔

) , 𝑔𝑡𝑔−1] + 𝑐𝑟) ,

𝑐𝑡𝑔
= tanh (𝑍𝑐 [𝐺 (𝑁, 𝑋𝑡𝑔

) , (𝑟𝑡𝑔
𝑔𝑡𝑔−1)] + 𝑐𝑐) ,

𝑔𝑡𝑔
= 𝑣𝑡𝑔

𝑔𝑡𝑔−1 + (1 − 𝑣𝑡𝑔
) 𝑑𝑡𝑔

.

    (8)                 

Where: G (⋅) represents the graph convolution process.  

𝑁̂ is the normalized Laplacian matrix, where 𝑀̂ =

𝑁̂ = 𝐻̃−
1

2𝑁𝐻−
1

2, } and  𝑁̂ is the matrix indicating the number 

of edges connected to the node in the graph. 

X0 and X1 are weight matrices. 𝑔𝑡𝑔
 and 𝑑𝑡𝑔

are the output and 

memory information stored at the time 𝑡𝑔. 

𝑟𝑡𝑔
  and 𝑣𝑡𝑔

are the reset and update gate results at the time 

𝑡𝑔. σ, ReLU and tanh are activation functions.                           

3. DLPM Mechanism 
3.1. Problem Description 

Many methods for protecting trajectory data in the 

connected vehicle often overlook the spatiotemporal features 

of trajectories. Geographic constraints and the correlation of 

locations over time make it highly likely for attackers to infer 

users’ real sensitive locations and trajectory information. In 

fact, most trajectory privacy protection mechanisms only 

consider the privacy protection of individual location points, 

neglecting the impact of consecutive location points on 

trajectory privacy protection. This oversight makes it easy 

for attackers to infer the geographical relationship between 

two location points, deducing the locations where users have 

passed through or stayed, leading to potential privacy leaks 

in user locations or trajectories. Positions in trajectories are 

time-dependent, and introducing timestamps is essential for 

obtaining the distribution of trajectory positions at different 

times, exploring the correlation between positions, and 

understanding user behaviour patterns. However, introducing 

timestamps leads to sparse trajectory data, making it 

challenging to withstand injected noise, thereby reducing 

data value. The ISMMPC clustering is introduced to alleviate 

the data sparsity caused by timestamps. While clustering 

trajectory data, ISMMPC retains both temporal and spatial 

features. Privacy budget pre-allocation is based on the 

density of clustered trajectory regions, forming a privacy 

budget matrix. The T-GCN model predicts the privacy 

budget matrix. During the training process of the T-GCN 

model, continuous optimization of privacy budget allocation 

is performed. This optimization protects the privacy of 

trajectory data while minimizing noise injection into the data. 

3.2. Implementation of DLPM 

3.2.1. Trajectory Clustering 

The ISMMPC algorithm [34] performs clustering in 

regions after timestamp division, capturing the position 

distribution of trajectories. Based on the distribution of 

trajectories [35], it forms arbitrarily shaped and quantified 

sub-clusters without the need to pre-determine the number of 

sub-clusters [36]. Figure 2 illustrates the ISMMPC clustering 

process, where n represents the number of sub-clusters. The 

membership in the algorithm is a clustering function R(δ;τ) 

[37], which takes a dataset δ and a similarity function τ as 

inputs, returning a logical matrix 𝜒 ∈ S𝑛×𝑛describing 

membership. Here, the element zij =1 indicates that points xi 

and xj belong to the same cluster [38]. Assuming the 

similarity between xi and xj is 𝑤𝜉 = 𝜉൫𝑥𝑖 , 𝑥𝑗൯ a clustering 
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threshold θ= [θ min, θ max] is set, where 𝜃 = 𝐼𝜃 ⊆

[𝑚𝑖𝑛𝑤𝜉 , 𝑚𝑎𝑥𝑤𝜉] and Iθ represents the range of the clustering 

threshold θ. If θ exceeds the range of R such that 𝑤𝜉  ≥ θ, 

then zij =1. This clustering function can have a property of 

consistency, measuring the stability of the clusters. A 

hypothesis based on the range of θ suggests that, based on 

the similarity of δ and τ, when changing θ, reasonable 

clustering should have relatively stable membership. 

Therefore, θ is set as: 

𝐼𝜃 = mean(𝐼𝜃
∗) , 𝐼𝜃

∗ → (𝑚𝑎𝑥
𝑧𝑖𝑗=0

 𝑤𝜉 , 𝑚𝑖𝑛
𝑧𝑖𝑗=1

 𝑤𝜉) 

Where Iθ represents the optimal threshold subinterval.            

The ISMMPC algorithm utilizes density peak clustering 

technology [39] to obtain the density peak set of the region 

𝐵𝑔, selecting the highest density peak as the centroid and 

allocating the surrounding unallocated data points to the 

same cluster, forming sub-clusters 𝐷̂ . After allocating all 

data points, the connectivity of boundary-linked sub-clusters 

𝐷̂ is evaluated. Among the boundary points across clusters, 

those not linked and their closest unlinked boundary points 

are associated, forming boundary links 𝑐𝑙𝑖 = {𝜏𝑖 , 𝜏𝑗} to assess 

intracohesion within the clusters. Each boundary point is 

assigned a specific value 𝛾(𝛾 ∈ [0,1.0])to quantitatively 

assess the adjacency between sub-clusters. Well-linked sub-

clusters with high similarity values will exhibit multiple 

high-value boundary links. The Mahalanobis distance 

assesses the similarity between sub-clusters, where a smaller 

distance indicates higher similarity and can be expressed as: 

𝐸ma൫𝐷̂𝑖, 𝐷̂𝑗൯ = √൫𝐷̂𝑖 − 𝐷̂𝑗൯
T

𝑍𝛾−1൫𝐷̂𝑖 − 𝐷̂𝑗൯          (9) 

Where Z represents the weight of eigenvalues. 

Using n to represent the total number of boundary links, 

Γ(𝐸ma)  returns all 𝐸ma values relative to the maximum 𝐸ma 

value, which can be represented as: 

Γ(𝐸ma) = 1 −
𝑛𝛾

−1 ∑  
𝑛𝛾
𝑖=1 |𝐸ma𝑖

−𝑚𝑎𝑥(𝐸ma൫𝑫̂𝑖,𝑫̂𝑗൯)|

𝑚𝑎𝑥(𝐸ma൫𝑫̂𝑖,𝑫̂𝑗൯)
          (10) 

If the specific values of all boundary link samples are 

nearly equal for two intersecting sub-clusters, they are highly 

similar. According to Equation (11), the elements in the 

similarity matrix (xi, xj) are similarity values 𝜉(𝐷̂𝑖, 𝐷̂𝑗). After 

obtaining the similarity matrix 𝜉m ∈ S𝑛×𝑛 between sub-

clusters, sub-clusters are merged into the final cluster D 

based on the similarity between the sub-clusters. 

𝜉൫𝐷̂𝑖 , 𝐷̂𝑗൯ = 𝑚𝑎𝑥 (𝐷ma൫𝐷̂𝑖 , 𝐷̂𝑗൯) × Γ (𝐷ma൫𝐷̂𝑖 , 𝐷̂𝑗൯)    (11) 

Algorithm 1: ISMMPC Clustering Algorithm 

Implementation 

Input: Trajectory data set {𝑋𝑢𝑔+1, ⋯ , 𝑋𝑢𝑔+𝑈} 

Output: Clustered result set D 

1. Obtain set {𝑋𝑢𝑔+1, ⋯ , 𝑋𝑢𝑔+𝑈}and set 𝑘 =

⌈√𝑢𝑔 + 𝑈⌉ 

2. 𝐼𝑘 = {1,2, ⋯ , 𝑘}, gap = ⌈
range(𝐼𝑘)

20
⌉ 

3. for 𝑘 = 𝑚𝑖𝑛𝐼𝑘 : gap: 𝑚𝑎𝑥𝐼𝑘with step gap 

4. Compute the density of Z 

5. end for 

6. for xi  in {𝑋𝑢𝑔+1, ⋯ , 𝑋𝑢𝑔+𝑈} 

7. 𝑄𝑘 = 𝑚𝑎𝑥𝜌, 𝛾𝑖 = 1 ∥ 𝑄𝑘is the density peak 

8.  end for 

9. if Zj >Zi, then measure the coherence between sub-

clusters 

10.  𝛾𝑖 ← 𝛾𝑗𝜌𝑖/𝜌𝑗 

11.  end if 

12.  Form sub-clusters 𝑫̂  with points having the same Z 

13.  for each pair of density peaks 𝑫̂𝑖 , 𝑫̂𝑗in 𝑫̂  

14.  Compute 𝐷ma  according to Equation (9) 

15.  Calculate similarity (𝑫̂𝑖 , 𝑫̂𝑗) 

16.  end for 

17.  𝐼𝜃 ← 𝑚𝑖𝑛 (𝜉൫𝑫̂𝑖 , 𝑫̂𝑗൯) , 𝑚𝑎𝑥 (𝜉൫𝑫̂𝑖 , 𝑫̂𝑗൯)] ⊆

[0,1.0] 
18.  for 𝜃 = 𝑚𝑖𝑛𝐼𝜃: gap: 𝑚𝑎𝑥𝐼𝜃 ∥  gap  is the iteration 

step size 

19.  Count the number of clusters: count 

20.  end for 

21. Automatically adjust 𝜃 = mean (𝐼𝜃
∗) 

22. Adaptive merging of subclusters 𝐷 ← 𝐷̂ 

23. Return clustering result 𝐷 = {𝐷1, 𝐷2, ⋯ , 𝐷count }  

The first line is for obtaining the dataset. Lines 2-8 

involve selecting k neighbouring points for each data point, 

with a time complexity of  𝑂(𝑛𝑘̃), where ˜k represents the 

average k nearest high-density points. The density peak and 

sub-cluster count for each region are obtained with a time 

complexity of 𝑂(𝑛). Lines 9-11 calculate boundary linking 

values to quantitatively assess the correlation between sub-

clusters, with a complexity of  
𝑂(𝑛𝑘b), where kb = 𝑚𝑖𝑛{𝑘/2,2ln 𝑛}. Lines 12-16 compute 

Mahalanobis distance and estimate the similarity between 

sub-clusters with an O(n2) time complexity. Lines 17-23 

involve adaptive merging of sub-clusters to obtain the 

clustering result set C, with a time complexity of O(n2). The 

total time complexity of ISMMPC clustering is 𝑂൫𝑛൫𝑘̃ +

𝑘b൯ + 𝑛2൯. 

3.2.2. Prediction of Temporal Graph Convolution Privacy 

Budget Matrix 

Figure 3 shows the structure of the T-GCN model. The 

T-GCN model can learn spatial features from traffic data. 

The GRU takes ℎ𝑢𝑔−1 and current traffic information as 

input to obtain the traffic information at the time. The model 

captures current traffic information while preserving the 

trend of historical traffic information.  
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Fig. 3 The compositional structure of the temporal graph convolution network model

The GCN model encapsulates the topological 

interactions between node 5 and surrounding trajectory 

points, representing the road network’s spatial dependencies 

and trajectory properties. After graph convolution, GRU 

extracts temporal characteristics from the node feature 

matrix. The trajectory data for each region, obtained by 

timestamp division, is input into the T-GCN model.  

Under the influence of spatial dependencies and 

temporal features, the spatiotemporal information [Xug+1, ..., 

Xug+U] of the regional trajectory is obtained from Definitions 

1 and 2. This information is used as input for ISMMPC 

clustering, forming the trajectory dataset D. Through D, the 

total matrix set {𝑇𝑖𝑗 ∣ 𝑖 = 1, ⋯ , 𝑥; 𝑗 = 1, ⋯ , 𝑦} for each 

region is obtained, and according to Definition 4, the local 

density of each region is calculated. The regions are then 

sorted from top to bottom based on density, resulting in the 

corresponding density matrix set {𝑄𝑖𝑗 ∣ 𝑖 = 1, ⋯ , 𝑥, 𝑗 =

1, . . , 𝑦}. Privacy budget pre-allocation is performed 

according to Equation (12), yielding the privacy budget 

matrix set {𝐹𝑖𝑗 ∣ 𝑖 = 1, ⋯ , 𝑥, 𝑗 = 1, . . , 𝑦}. 

The notion of differential privacy suggests crowded 

places have lower values and larger values for sparse regions. 

The privacy budget allocation formula is given by  

𝐹𝑖𝑗 =
𝛼𝑖𝑗

∑  𝑥
𝑖=1 ∑  

𝑦
𝑗=1

𝛼𝑖𝑗
𝐹                         (12) 

In the Equation: 𝛼𝑖𝑗 = 𝑖𝑗(𝑖𝑗 + 1)/2 it represents the total 

privacy budget. By integrating the T-GCN model to extract 

temporal and spatial features from the data, the Model 

estimates privacy budget matrix 𝐹𝑖𝑗 .  
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Fig. 4 Model for temporal graph convolutional neural networks: a spatiotemporal prediction procedure  

Figure 4 illustrates the spatiotemporal prediction process 

of Model T-GCN. Starter privacy budget matrix 𝐹𝑖𝑗 obtained 

is organized into a spatiotemporal sequence matrix set 

𝐽𝑖𝑗chronological order. The spatiotemporal data 𝐽𝑖𝑗  is input 

into a deep learning model, continuously undergoing the 

learning and T-GCN unit training to forecast privacy budget 

matrix 𝐹`𝑖𝑗 .Based on 𝐹`𝑖𝑗 , Laplace noise𝑀𝑖𝑗
∗   is calculated 

for each total matrix Rij according to Equation (13). The 

Laplace noise 𝑀𝑖𝑗
∗ is then added to the trajectory information 

of each region, and the perturbed trajectory data is released. 

𝑀𝑖𝑗
∗ = Lap (

𝑚𝑎𝑥
𝑅

 
) , 𝑙 ∈ {1, ⋯ , 𝑖}.                               (13) 

4. Experimental Setup 
Using real datasets, Divvy Bikes and T-drive, for 

simulation, the study validates the effectiveness and time 

complexity of DLPM and evaluates the protective effects of 

differential privacy. 

4.1. Dataset  

The T-GCN training model utilizes the Adam optimizer 

and employs the ELU activation function. For the input 

layer, 80% of the dataset is used for training, while the 

remaining 20% is reserved for testing. DLPM is compared 

with PTD [9], LGAN-DP [10], and DPGeo [12]. The Divvy 

Bikes dataset comprises shared bike usage data in Chicago 

from 2015 to 2020, including start points, timestamps, start 

times, and start coordinates. The T-drive dataset covers the 

trajectories of taxis in Beijing, with a total distance of 

approximately 9 million km and over 15 million location 

points. Trajectory data includes each taxi’s ID, timestamp, 

longitude, and latitude. In experimental pre-processing, 

regions with relatively high trajectory density are selected. 

4.2. Evaluation Metrics 

Privacy protection aims to release useful information 

while concealing sensitive data. Three metrics are employed 

to quantify differences between original and released data. 

Root Mean Square Error (RMSE): RMSE evaluates the data 

effectiveness of DLPM, measuring the differences between 

original and released data. Assuming the true and predicted 

values of the privacy budget matrix are represented as E ij 

and E ij′ respectively, with a sample size N, the RMSE 

formula is given by Equation 14. 

RMSE = √
1

𝑀
∑  𝑀

𝑚=1 ൫𝐹𝑚 − 𝐹̂𝑚൯
2
                       (14) 

Query Error (QE): QE is employed to assess the protective 

effects of differential privacy. Given a query function f(B) 

for a query area B, where ∣B∣ is its size and 𝑓(𝐵)̃  represents 

the noisy query result. The query error is described by 

Equation 15 

QE =
|𝑓(𝐵)−𝑓(𝐵̃)|

𝑚𝑎𝑥{𝑓(𝐵),0.01|𝐵|}
                              (15) 

Using Jensen-Shannon Divergence (JS), the similarity 

between real trajectories and trajectories with added noise is 

evaluated. Given the probability distribution functions ϕ and 

ω for the published original data and the noisy data, 

respectively, JS Divergence is defined as: 

 
JS(𝜙 ∥ 𝜛) =

1

2
∑  𝑚

𝑖=1 𝜑𝑖ln 
𝜑𝑖

𝜑𝑖+𝜔𝑖
+

1

2
∑  𝑚

𝑖=1 𝜔𝑖ln 
𝜔𝑖

𝜑𝑖+𝜔𝑖
+ ln 2

                        (16) 
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(a) Root means square error 

 
(b) Query error 

 
(c) JS divergence 

Fig. 5 Various indicators on the divvy bikes data set 

5. Results Analysis and Discussion 
To validate the privacy protection effectiveness of the 

trajectory dataset, T-GCN forecasts various total privacy 

budgets’ privacy budget matrices ε= {0.1,0.3,0.5,0.7,0.9}. 

Queries are conducted on both the original and noise-added 

trajectory data, obtaining RMSE error, QE error, and JS 

Divergence for testing data. By adjusting ε, the protective 

level of the dataset under different total privacy budgets is 

evaluated, and the experimental results are shown in Figures 

5 and 6. 

Figure 5 (a): DLPM’s RMSE is observed to be smaller 

than the other three mechanisms. As the privacy budget 

increases, RMSE gradually decreases. Using spatiotemporal 

features through the TGCN algorithm allows DLPM to 

continuously predict the privacy budget matrix, providing a 

more reasonable allocation in trajectory regions that balance 

noise errors and data availability. 

Figure 5 (b): As ε grows, the supplementary Laplace 

noise diminishes, decreasing QE. The iterative procedure 

facilitates a more rational budget allocation in trajectory 

regions, reaching an equilibrium between noise error and 

data availability.  

Figure 5(c): illustrates that the JS divergence between 

the two datasets diminishes as ε grows, indicating a greater 

similarity between the probability distributions of the 

original and noisy data. This occurs because as ε increases, 

the supplementary noise progressively diminishes, enhancing 

the similarity between trajectories.  

A reduced JS divergence guarantees enhanced privacy 

by implementing greater perturbations to the actual locations. 

Conversely, an increased JS divergence results in diminished 

noise at the actual sites, hence compromising privacy. The JS 

divergence results demonstrate that the data utility of PPCDL 

surpasses that of the comparison technique.  

Fine-grained experiments are conducted on the T-drive 

dataset. Five timestamps with varying intervals are 

established on the T-drive dataset, maintaining an identical 

privacy budget. By incrementally extending the timestamp 

duration and retrieving trajectory data for the day, the 

average performance of the metrics is derived. Figure 6 

illustrates that altering the timestamp to evaluate the effect of 

partitioning on privacy protection reveals that PPCDL 

surpasses the comparable technique in RMSE error, QE 

error, and JS divergence. This is due to PPCDL’s judicious 

allocation of the privacy budget. Laplace noise is more 

pronounced in densely populated areas than in sparse ones. 

Incorporating noise at each point effectively provides 

varying degrees of privacy protection while improving the 

accessibility of trajectory data. As the timestamp progresses, 

the trajectory sequence lengthens, and the RMSE error 

exhibits an upward trend, resulting in a continual increase in 

noise that impacts data availability. As the timestamp 

progresses, RMSE diminishes because the duration of the 

covered trajectory sequence becomes significantly greater 

than during other time intervals. The data is currently 

compromised by noise from non-trajectory regions. As the 

average metric is computed, the RMSE diminishes. Querying 

locations in crowded areas for QE error is comparatively 

straightforward but introduces a greater degree of noise. In 

the computation of QE error, an increase in noise correlates 

with a rise in QE. The disparity between the original data and 

the published data increases JS divergence as noise levels 

rise. A reduced JS divergence signifies that the area 

encompasses many places that do not conform to the 

trajectory sequence. 
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(a) Root means square error 

 
(b) Query error 

 
(c) JS divergence 

Fig. 6 Fine-grained analysis of time division 

To validate DLPM’s efficiency, the trajectories in the 

dataset are divided into different numbers of groups. In the 

case of ε=0.1, DLPM is compared with other mechanisms for 

time complexity. The results in Figure 7 show that as the 

number of participant trajectory data increases, the runtime 

also increases. Larger group numbers imply a more complex 

clustering process, requiring more time. Therefore, the 

average trajectory generation time increases with the number 

of groups. DLPM’s runtime is shorter than the compared 

mechanisms, indicating faster result generation. 

 
(a) Divvy bikes 

 
(b) T-drive 

Fig. 7 Runtime complexity of different schemes 

6. Conclusion 
The efficiency of the disclosed trajectory dataset and the 

extent of the utilized privacy budget render DLPM superior 

to alternative methods. The constancy of DLPM’s privacy 

budget does not alter this reality. This enhancement can be 

accomplished without altering the allocated budget for 

privacy. To thwart attackers from acquiring authentic 

trajectories, anticipated privacy budgets might use temporal 

intervals in data dissemination, rendering them a potentially 

effective security measure, particularly vital in nascent 

technologies like the Internet of Things.  

They can use the versatility of the data releases, which 

explains this situation. All these measures are implemented 

to avert analogous acquisitions from occurring. Our 

forthcoming efforts will focus on enhancing the initialization 

of privacy budgets to augment the training efficiency of deep 

learning models while adequately safeguarding the privacy 

of trajectory data in vehicular networks. This will enable us 

to achieve both objectives. Our capacity to attain both 

objectives is directly contingent upon this. The outcome is 

that we will have achieved both of our goals. 
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