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Abstract - The growth of the Artificial Intelligence (AI) ecosystem has recently become increasingly crowded with the birth of 

generative AI technology, which has rapidly triggered changes in the way people communicate, create and do their daily work. 

Generative AI can help software development complete lines of code, write suggestions according to the correct writing structure, 

and even provide questions and answers according to the discussed context. However, according to McKinsey & Company in a 

survey in 2023, although the use of generative AI in the technology industry is relatively high compared to other industries, 

regular use for work needs is recorded at only 14% [1]. Despite many benefits and potential, generative AI has risks that are no 

less great, namely regarding security factors such as data bias, dependency and violations related to privacy data and leaks of 

company confidential information. So, how do software developers in Indonesia accept the presence of generative AI technology? 

This study involved respondents from various companies involved in the software development cycle and used the PLS-SEM 

model to investigate the Technology Acceptance Model (TAM). The results of SEM revealed that only a few variables had 

significant relationship direction, such as Intention to Use towards Actual System Usage, Perceived Ease of Use towards 

Perceived Usefulness, Perceived Security towards Intention to Use and Perceived Usefulness towards Intention to Use. 

Keywords - Generative AI, GPT, Security, TAM, Software developer.

1. Introduction 
The growth of the Artificial Intelligence (AI) ecosystem 

has recently become increasingly crowded with the birth of 

generative AI technology, which has rapidly triggered changes 

in the way people communicate, create and do their daily work 

[2]. Several types of generative AI to generate text include 

GPT-4, ChatGPT, Luminous, Gemini, and Bing. AI generates 

images such as Stable Diffusion and DALL-E 2, videos such 

as Synthe-sia, audio such as MusicLM, and program codes 

such as GitHub Copilot and Gitlab Duo [2]. Of course, this is 

a breath of fresh air for many people because generative AI 

can be used for many needs and can support work in various 

industries. Based on the results of the annual global survey 

released by McKinsey & Company stating that the topic of 

generative AI has become a concern for corporate leaders, 

almost a quarter of C executive respondents said that they have 

personally used generative AI for work, more than a quarter 

stated that generative AI has entered the board of directors’ 

agenda, and 40% of respondents stated that their companies 

will increase investment in AI because they see the 

development and progress of generative AI [1]. This shows 

that all of this is still in the early stages of generative AI 

management, and respondents hope that generative AI 

capabilities in the future can be a tool in their business 

transformation process. Still, a survey conducted by 

McKinsey & Company stated that based on their survey of 

respondents in various regions, industries and seniority levels 

regarding the use of generative AI, as shown in Figure 1, the 

use of generative AI in the technology, media and 

telecommunications industries is much higher when compared 

to other industries such as financial services, energy and even 

health.  

However, only 14% of respondents use it routinely for 

work needs. In comparison, 19% use it routinely combined for 

work and non-work matters, 17% use it routinely for non-work 

matters, and 37% stated that they had tried it at least once, the 

remaining 9% were not interested, and 3% did not know about 

this technology [1]. This survey illustrates how people in 

various parts of the world accept generative AI technology. 

The survey illustrates that the acceptance and adoption of 

generative AI technology for work needs in the information 

technology industry on a global scale is still relatively low. 

One thing that can encourage the use of this technology to be 

higher is the policy to implement generative AI as one of the 

standards for completing work. One of the things the author 

suggests is to combine generative AI into the Software 

Development Life Cycle (SDLC).  

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Fig. 1 Survey results on the use of generative AI across regions, industries and seniority levels [1] 

In Indonesia, Populix surveyed what generative AI is 

often used, and the results showed that almost half or precisely 

45% of workers have used generative AI. Of the 45% of 

respondents who use generative AI, 52% use ChatGPT, 

followed by Copy.ai, and as many as 29% [3]. Quoted the 

Minister of Communication and Information, Budi Arie 

Setiadi’s speech at a seminar on the application of AI in 

industry and government, stating the great potential for 

utilizing artificial intelligence as a solution, even Indonesia 

itself is ranked 4th in the AI integration readiness index. It is 

estimated to contribute up to USD 366 billion by 2030 [4]. 

Based on the above, researchers see a very important role for 

software developers as one of the resource elements in digital 

transformation and AI integration, which ultimately led 

researchers to raise it as an object of research. Generative AI 

has enormous potential and benefits but has equally great risks 

[2].  

One of the benefits that software developers can feel from 

generative AI includes being able to help developers complete 

lines of code [5], providing suggestions on how to write lines 

of code according to the correct writing structure and 

answering questions based on the context needed [6], even 

now generative AI can be linked as an extension to various 

popular programming language studios and integrated via API 

(Application Programming Interface). Although some believe 

that the development of generative AI in the future could 

threaten the position of software developers themselves, the 

most likely scenario at the moment is that generative AI is 

used as a tool that will help developers do their jobs in 

developing software [7], speed up the software development 

process [8] and can help improve the quality of developers’ 

work with its innovative feedback features in solving a 

problem [9]. With its advantages and benefits, generative AI 

has the potential to be further exploited in the software 

development cycle. However, a major risk needs to be 

considered, namely regarding the security factor, where there 

is the potential for data bias, dependency and violations related 

to privacy data and leaks of confidential company 

information. One example of a case related to this that 

researchers found occurred in a company group, which 

ultimately decided to close access for group employees to use 

generative AI. The decision was taken after the company 

found some company information was spread and could be 

freely accessed as a result of the massive use of public-based 

generative AI in the operational environment by group 

employees, where the leak occurred when users sent questions 

or gave assignments accompanied by uploading company data 

to the generative AI platform to get the answers needed. 

Departing from this, this research will discuss the factors that 

influence the use of generative AI in software developers 

based on experiences that have been felt by several developers 

with different levels of expertise and experience from several 

different companies. 

Based on these data, there are two points that researchers 

have proposed as research problems as follows: 

1. Do security factors influence software developers’ use of 

generative AI? 

2. How do other factors in the TAM affect the actual use of 

generative AI? 

In answering the questions in the problem formulation, 

the researcher carried out factor analysis by referring to Davis’ 

theory [10] about the technology acceptance model or what is 

usually called TAM (Technology Acceptance Model), which 
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is a model that many researchers have used to research how a 

population group accepts the use of information technology. 

[11]. Examining the results of the literature review that 

researchers conducted on previous studies that discussed 

generative AI and matters related to ChatGPT, it was revealed 

that previous studies have conducted experiments on the 

effects and benefits of generative AI in increasing the speed of 

task completion, as well as proposals that generative AI can be 

included in a new SDLC developed under the name 

Generative AI Assisted Software Development Lifecycle 

(GAASD), but there has never been any research on the 

acceptance of the technology itself among software 

developers, especially in Indonesia. In addition, the researcher 

added an external variable in the form of Perception of 

Security to the TAM model used in this research. 

2. Literature Review 
2.1. ChatGPT 

ChatGPT has sparked a conversation about generative’s 

emerging role and capabilities in the AI industry. There are 

many questions about how accurate the results produced by 

generative AI are [12]. However, in a short time, ChatGPT has 

produced impressive output, showing promising results in the 

future [13]. ChatGPT was developed by OpenAI, an artificial 

intelligence research company based in the United States. 

OpenAI launched the initial demo of ChatGPT on November 

30, 2022 [12], and it quickly went viral on social media. 

Within five days of its launch, the chatbot attracted more than 

one million users [14]. The ChatGPT model was developed 

using deep learning techniques and complex Neural Network 

algorithms [7] to learn human language patterns, produce 

similar text, and interact naturally with users through 

conversation. ChatGPT has the flexibility to handle a variety 

of tasks in various fields and has great potential to be 

integrated with IoT. The collaboration of both can pave the 

way for more complex conversations, but the appearance and 

interaction layer becomes easier and simpler, such as devices 

that can communicate using natural language [13]. However, 

there are still challenges that ChatGPT must face in the future, 

such as bias in the data generated, ethical and security issues 

and model limitations [5]. 

2.2. Github Copilot 

Github Copilot is a software development tool developed 

by Github and OpenAI. Since the beginning, GitHub Copilot 

was built and designed to increase efficiency and help 

developers write code faster. Copilot uses machine learning 

technology trained using millions of lines of code from 

various open sources on Github. Github Copilot is highly 

expected to help developers improve their productivity and 

efficiency in writing code. However, like other machine 

learning technologies, the copilot has weaknesses and 

limitations that developers must understand before using it 

fully. Github copilot allows users to type in some keywords or 

descriptions of the code they want to write in the software 

development process. Then, the copilot will generate relevant 

code in accordance with what is needed [15]. In recent years, 

copilot has become a popular tool among software developers. 

Many technology companies have adopted this tool to 

improve developer productivity and efficiency. Although the 

copilot is still in development, its use continues to expand and 

has become one of the main tools in developing modern code. 

Github Copilot works by submitting comments and code to 

the Github Copilot service, which uses the OpenAI Codex 

engine to extract the messages and find recommended 

solutions in the form of lines of code and entire functions [15]. 

The AI copilot robot is trained by utilizing billions of lines of 

publicly available code on its Github platform, thus providing 

benefits to its users by saving time and staying focused on 

writing logic. 

2.3. Information Security Risk 

Information security risks threaten information owned, 

processed, and exchanged between companies or individuals. 

The form of information is very diverse, and it can be personal 

data related to the protection of personal data, financial 

information, or related to health and other confidential 

information. Threats to information security can come from 

various sources, such as spam mail, the spread of computer 

viruses in a network, unrecognized links, hacking attempts 

and many other security incidents. Therefore, the information 

security risk is a shared responsibility and cannot be borne by 

only a few parties. Meanwhile, information security can be 

interpreted as an action or effort that needs to be taken to 

protect the information, including managing access rights and 

preventing modification or destruction by illegal users [16]. 

Some important aspects of information security are: 

1. Privacy or confidentiality of information, where there are 

clear boundaries, information that is public or personal so 

that private data may only be accessed by certain people 

who have legitimate access rights. 

2. Integrity means that the data is guaranteed to be protected 

and will not experience intentional or unintentional 

changes or additions. 

3. Authorization means granting access rights to a person or 

user who is regulated in such a way and with certain 

limitations in the information system. 

4. Access control to limit access to information. 

2.4. Technology Aceeptance Model 

The TAM model was developed from the Theory of 

Reasoned Action (TRA), which discusses the basic 

assumption that individuals will consciously control 

themselves and consider using information or technology 

available for various activities in their lives. TRA is 

popularized with the following principles: determining how to 

measure the attitude component of a relevant behavior, 

distinguishing between beliefs or attitudes, and identifying 

external driving factors. Therefore, the model induces 

reactions and perceptions of the use of information systems 

which ultimately determine the attitudes and behavior of its 

users [10].  
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Table 1. Research hyphotesis table 

No Hyphotesis 

H1 
H0: There is no significant influence between Perceived Ease of Use and Perceived Usefulness. 

H1: There is a significant influence between Perceived Ease of Use and Perceived Usefulness. 

H2 
H0: There is no significant influence between Perceived of Usefulness and Attitude Towards Using. 

H1: There is a significant influence between Perceived of Usefulness and Attitude Towards Using. 

H3 
H0: There is no significant influence between Perceived Ease of Use and Attitude Towards Using. 

H1: There is a significant influence between Perceived Ease of Use and Attitude Towards Using. 

H4 
H0: There is no significant influence between Perceived of Usefulness and Behavioral Intention to Use. 

H1: There is a significant influence between Perceived of Usefulness and Behavioral Intention to Use. 

H5 
H0: There is no significant influence between Perceived Security and Behavioral Intention to Use. 

H1: There is a significant influence between Perceived Security and Behavioral Intention to Use. 

H6 
H0: There is no significant influence between Attitude Towards Using and Behavioral Intention to Use. 

H1: There is a significant influence between Attitude Towards Using and Behavioral Intention to Use. 

H7 
H0: There is no significant influence between Behavioral Intention to Use and Actual System Usage. 

H1: Behavioral Intention to Use and Actual System Usage have a significant influence. 

From a TAM perspective, the main factors influencing a 

person’s acceptance of technology are perceived usefulness 

and ease of use. These two variables explain behavioral 

aspects, so the TAM model states that user perceptions will 

determine their attitudes regarding the benefits of using 

information technology. The use of TAM has been adopted in 

many studies in the world, one of which is by A. Wibowo [11], 

who has developed the TAM variable into 5 variables, namely 

Perception of user ease (Perceived Ease of Use), perception of 

usefulness (Perceived Usefulness), Attitude Toward Using), 

Behavior to continue using (Behavioral Intention to Use) and 

the real condition of the user (Actual System Usage). In this 

research, the researcher added 1 external variable regarding 

perceptions of security. 

3. Materials and Methods 
3.1. Research Framework 

The trend of using generative AI in the field of software 

development has increased in the last 2 years. As a tool, 

generative AI can benefit the software development cycle, 

help developers increase their knowledge, and become a 

source of information for finding solutions [7]. The main aim 

of this research is to determine the factors that influence the 

use of generative AI. Factor analysis refers to Davis’ theory 

[10] regarding the technology acceptance model.  

This research takes the TAM model framework modified 

according to research needs and follows the relationships 

between variables that will be tested in this research. This 

study uses Structural Equation Modeling (SEM) as a tool to 

help conduct analysis. This model allows researchers to test 

the relationship between variables to present a complete 

model. SEM conducts simultaneous testing to measure the 

relationship between indicators and their constructs with a 

structural equation model. The second part of this SEM 

method is Bootstrapping. Bootstrapping is a method used to 

estimate standard errors and p-values in SEM using 

resampling techniques that are useful when the sampling 

distribution of model parameters is unknown or difficult to 

calculate. Bootstrapping strictly describes conclusions about 

each population characteristic, thus providing information 

about a population and taking advantage of conditions where 

there are weaknesses in statistical theory regarding the 

distribution of a parameter [17]. 

3.2. Research Steps 

The following image is a research design that the 

researcher determined in the research process related to 

writing this thesis. The research stages begin with conducting 

a literature review and identifying problems related to 

generative AI. Then, in the second stage, the researcher will 

enter the analysis stage, where the stages in this phase begin 

by determining the research variables based on a literature 

review regarding the use of variables in previous studies. 

 After the variables are determined, the researcher 

continues the stage by designing questionnaire questions and 

distributing questionnaires to respondents. The questionnaire 

results will be collected as data tabulation to facilitate 

processing. The data that has been processed is then evaluated 

using several tests, such as validity and reliability tests, 

normality, multicollinearity, heteroscedasticity and hypothesis 

tests. Then, the final stage is closed with a conclusion. 

3.3. Hypothesis 

The hypothesis used in this research refers to the 

hypothesis adopted from the TAM model [10] and the 

behavioral study model [11] as well as the research model that 

has been formulated in Figure 2, so it can be described in table 

2. 
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Fig. 2 Research model 

Table 2. Research variable and indicator 

No Variable Concept Indicator Questionnaire Statement Item 

1 

Perceived  

Ease of  

Use 

A situation where software developers  

believe that generative AI technology is  

well known and easier to use [10][18]. 

Very easy  

to learn 

I feel generative AI is very easy to 

learn 
X1.1 

Easy to use I feel skilled in using generative AI X1.2 

Clear and easy  

to  

understand 

I feel that generative AI has a clear 

and easy-to-understand concept of 

interaction. 

X1.3 

2 
Perceived 

Usefulness 

Describe the system’s performance  

to make users believe that using  

the system can increase  

productivity [19]. 

Make work  

easier 

I feel generative AI makes my job 

easier 
X2.1 

Improve user  

skills 

I feel generative AI has improved 

my skills 
X2.2 

Reduce knowledge 

 gaps 

I feel that generative AI helps  

reduce my knowledge  

gap with other team members. 

X2.3 

Increase  

effectivity 

I feel generative AI increases my 

work effectiveness 
X2.4 

Increase  

productivity 

I feel generative AI increases my 

work productivity 
X2.5 

Increase time  

efficiency in solving  

problems 

I feel generative AI increases time 

efficiency in solving problems 
X2.6 

3 

Attitude  

Toward  

Using 

Attitudes towards generative  

AI technology in the form of  

accepting or rejecting  

its use in their work [11]. 

Accept generative AI  

technology 
I accept AI generative technology X3.1 

Reject generative  

AI technology 
I do not like using generative AI X3.2 

Interesting experience  

using generative AI 

I had a great experience using 

generative AI 
X3.3 

4 
Perceived 

Security 

Software developers’ perceptions  

regarding the functionality and  

control of personal data information  

when using and interacting  

with generative AI [20]. 

The information  

provided is not misused 

I trust that the information I  

provide will not be misused 
X4.1 

There is a mechanism  

to deal with violations 

I believe generative AI has 

mechanisms to deal with  

violations. 

X4.2 

There is a belief that  

generative AI will not 

manipulate information 

I believe generative AI will  

not manipulate information. 
X4.3 

Perceived Usefulness 

[X2] 

Perceived Ease of Use 

[X1] 

Perceived Security 

[X4] 

Attitude Toward Using  

[X3] 
Behavioral Intention to Use 

[X5] 

Actual System Usage 

[Y] 
H1 

H2 

H4 

H3 

H5 

H6 H7 
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There is confidence  

in the security of the  

information provided 

I believe in the security of the 

information provided 
X4.4 

5 

Behavioral 

Intention  

to Use 

The tendency of software developers to  

continue using generative AI 

 technologies as if there is a motivation  

to continue using them [11]. 

The desire to always use 

generative AI 

I have always felt like using 

generative AI for various purposes 
X5.1 

The desire to get  

work done with  

generative AI 

I have always felt like using 

generative AI to get my work done 
X5.2 

Desire to motivate  

other users 

I always motivate others also to  

use generative AI 
X5.3 

Have no desire to  

use 

I would not use generative AI for 

security reasons 
X5.4 

6 

Actual  

System  

Usage 

Measuring the frequency of use of  

generative AI technologies  

by software developers [11]. 

Always  

use 

I always use generative AI to  

get my work done 
Y1.1 

Use  

often 

I often use generative  

AI to get my work done 
Y1.2 

Only when you 

encounter problems 

I use generative AI only when I 

encounter problems at work. 
Y1.3 

3.4. Variable 

The variables used in this study require appropriate 

indicators, where these variables are measured using the 

following benchmarks: 

3.5. Population and Sample 

This research targets practitioners from several 

companies who work as developers or are involved in the 

software development cycle and have experience using 

generative AI in their software development routines. The 

targeted developers will be taken from several levels, from 

junior to senior developers, to get a variety of responses per 

each respondent’s level of expertise and experience. The 

sample in this study will be determined by adopting the Slovin 

formula. 

𝑛 =  
𝑁

1 + (𝑁 ∗  𝑒2)
 

𝑛  = Number of samples  

𝑁 = Population size 

𝑒  = Percentage of allowance for inaccuracy 

According to data from the Badan Pengkajian dan 

Penerapan Teknologi (BPPT), the number of programmers in 

Indonesia is 100,000 [21]. In the Slovin formula, there are the 

following provisions: the value of 𝑒 = 0.1 (10%) for a large 

population and the value of 𝑒 = 0.2 (20%) for a small 

population. So, the sample range that can be taken from the 

Slovin technique is generally between 10-20% of the research 

population. If applied to the slovin formula using a 13% 

leniency percentage, the calculation is as follows: 

𝑛 = 100,000 / (1 + (100,000 x (13/100)2)) 

𝑛 = 100,000 / 1,691 

𝑛 = 59.13 

𝑛 = 60 (Rounded) 

Based on the calculation results, the research sample was 

adjusted to 60 software developers. Fig. 3 Research Steps 

Conclusion 

3. Final Stage 

2. Analysis Stage 

Determining Research 

Variables 

Compiling 

Questionnaire 

Questionnaire 

Distribution 

Data Tabulation 

Data Processing 

Validity Test 

Reliability Test 

R-Square Analysis 

Descriptive Statistics 

Hypothesis Test 

Literature Review 

Problem Identification 

1. Early Stage 
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3.6. Data Collection 

Data collection in this research was collected through an 

online questionnaire instrument. A questionnaire was created 

using a data collection method, utilizing variable 

measurements using a Likert scale to measure how much the 

respondents agreed or disagreed with the questions that had 

been prepared. Psychometric response scales are primarily 

used in questionnaires to elicit participants’ preferences or 

agreement with a statement or set of statements.  

The Likert scale that will be used has five numbers with 

the following indicator levels: 

• Strongly disagree: score 1 

• Disagree: score 2 

• Quite Agree: score 3 

• Agree: score 4 

• Strongly agree: score 5 

3.7. Analysis 

3.7.1. Validity Test 

A validity test is used to measure whether a questionnaire 

can be said to be valid or otherwise. A questionnaire is valid if 

the compiled questions can reveal something that will be 

measured [22]. An instrument is said to be valid if the 

correlation coefficient of an instrument (r count) is greater 

than or equal to the regression table (r table). Conversely, the 

instrument is invalid if the r calculated is smaller than the 

table. Measurements carried out through measurement models 

are convergent validity and discriminant validity. A validity 

test using SmartPLS 4 was used to see the value of convergent 

and discriminant validity [23]. 

3.7.2. Reliability Test 

Reliability is how measurement can produce consistent 

responses in various situations over a long period of time so 

that the test emphasizes whether the respondents’ answers are 

stable for each question asked. A measure is considered 

reliable if measurements are taken repeatedly against a 

concept and produce consistent values. In this study, 

instrument reliability testing is needed to obtain data 

consistently in accordance with the measured objectives. This 

reliability test is carried out to determine the level of 

consistency of measurement results if repeated measurements 

are carried out on the same symptoms and measuring 

instruments. To achieve this, the reliability test is carried out 

using Cronbach’s alpha method, which is measured based on 

a scale of 0 to 1, where if the alpha coefficient value 

approaches 1, it can be said that the questions in the 

questionnaire are reliable. It can also be done by looking at the 

Composite Reliability value by measuring the actual value of 

the reliability of a construct. The Composite Reliability value 

must be greater than 0.7, which means it is acceptable. 

3.7.3. R-Square Test 

R Square is a value used to show how much a variable 

affects another variable, commonly called the coefficient of 

determination. R Square has a value between 0 and 1, with the 

criteria that the closer the value is to 1, the better. 

 
Fig. 4 Research model on SmartPLS
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Fig. 5 SEM model algorithm step 1 

 
Fig. 6 Outer loading matrix step  1
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4. Result and Discussion 
The data analysis contains the initial model used in this 

study adopted from the Technology Acceptance Model [11]. 

With the modification of the addition of the Perceived Security 

variable as an external variable from this research [20], the 

initial model for the research that has been carried out looks 

like Figure 4 with the indicators used for each variable. 

4.1. Validity and Reliability Step 1 

Each indicator’s outer loading value can be considered 

valid if it is above 0.7, per generally applicable provisions. 

Therefore, the following is a description of the outer loading 

results of each indicator, seen in Figure 6 Outer Loading 

Matrix Step 1. In the figure, it can be seen that several 

indicators are colored red or have a value (<0.7), namely 

indicator X2.1 in the Perceived Usefulness variable, indicator 

X3.2 in the Attitude Toward Using variable, indicator X5.4 in 

the Behavior Intention to Use variable and indicator Y1.3 in 

the Actual System Usage variable. The next thing that must 

also be considered is the value of Construct Reliability and 

Validity, as depicted in the following table: 

The table shows that the AVE value is above 0.5, which 

indicates that the variable can be said to be valid. However, if 

referring to Cronbach’s alpha column, several variables have 

values below 0.7 or can be unreliable: Actual System Usage, 

Attitude Toward Using and Behavior Intention to Use. Valid 

but unreliable data has the potential to cause errors or 

uncertainty in the resulting analysis data, which means that the 

data has accurately measured the intended construct, but the 

results are inconsistent. So, to fix it, the question items with a 

loading factor value of less than 0.7 should be eliminated and 

the data re-processed. 

4.2. Validity and Reliability Step 2 

After eliminating invalid indicators in stage 1, the next 

step is reprocessing to obtain outer loading results above 0.7 

to ensure that all indicators are valid, so the loading factor 

results after reprocessing are as follows: 

The results of the reprocessing still show that there are 

indicators that still have values below 0.7, namely the X2.2 

indicator in the Perceived Usefulness variable, so to re-

confirm, it is necessary to look at the values in the Construct 

Reliability and Validity as shown in the following table: 

 
Fig 7. Construct reliability and validity step 1 

 
Fig. 8 Outer loading matrix step 2 

 
Fig. 9 Construct reliability and validity step 2 

The test results show that all variables’ AVE values are 

above 0.5, and Cronbach’s Alpha and Composite Reliability 

values are above 0.7, so the variables are valid and reliable. In 

addition, when viewed based on discriminant validity based 

on the Fornell-Larcker criteria, it also met the valid 

requirements because the AVE root value in the circled part is 

greater than the correlation value between latent variables 

below the circle. 

 
Fig. 10 Discriminant validity Fornell-Larcker criteria 

 
Fig. 11 R-Square 
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Table 3. Perceived Security Respondent Distribution Table 

No Indicator 1 (%) 2 (%) 3 (%) 4 (%) 5 (%) 

1 The information provided is not misused 5,5 12,9 29,6 44,4 7,4 

2 There is a mechanism to deal with violations 0 25,9 25,9 38,8 9,2 

3 There is a belief that generative AI will not manipulate information 3,7 25,9 42,5 20,3 7,4 

4 There is confidence in the security of the information provided 3,7 16,6 46,2 25,9 7,4 

4.3. R-Square Analysis 

Based on the figure above, it can be concluded that: 

1. The influence of Behavior Intention to Use on Actual 

System Usage is 0.602. This can be interpreted as the 

ability to influence the Behavior Intention to Use variable 

on the Actual System. The use variable is 60,2%, while 

other factors outside this research explain 39,8%. 

2. The influence of Perceived Ease of Use and Perceived 

Usefulness on Attitude Toward Using is 0.509, which 

means that the ability to influence the Perceived Ease of 

Use and Perceived Usefulness variables on the Attitude 

Toward Using variable is 50.9%, while other factors 

outside of this research explain 49.1%. 

3. The influence of Attitude Toward Using, Perceived 

Security and Perceived Usefulness on Behavior Intention 

to Use is 0.448, which means that the ability to influence 

the variables Attitude Toward Using, Perceived Security 

and Perceived Usefulness on the Behavior Intention to 

Use variable is 44.8%, while other factors outside of this 

research explain 55.2%. 

4. The influence of Perceived Ease of Use on Perceived 

Usefulness is 0.490. This means that the ability to 

influence the variable Perceived Ease of Use on the 

variable Perceived Usefulness is 49%. In comparison, 

51% can be said to be influenced by other factors outside 

this research. 

4.4. Descriptive Statistic 

Descriptive statistics are carried out to analyze data based 

on respondents’ answers to the measurement indicators of a 

variable so that a conclusion can be obtained. The descriptive 

statistics that will be discussed are perceived security, which 

is an external variable in this study as follows: 

Based on the data in Table 3, the question that received a 

positive response was question 1, with the answer “Agree” of 

44.4%. No answer reached more than 50% for all questions 

related to security perception, and it can be said that the 

respondents’ perceptions are quite careful about generative AI 

security. 

4.5. Hypothesis Test 

Hypothesis testing in this study was conducted by looking 

at the path coefficient, which shows the T statistic’s parameter 

coefficient and significance value. The path coefficient value 

or inner model shows a significant level, and the hypothesis 

can be accepted if the P-value < 0.05 or the T statistic value > 

1.96. The following is a table of hypothesis testing results. 

 
Fig. 12 Path coefficients 

The results of the tests that have been carried out conclude 

that 6 of the 7 hypotheses can be accepted while the others are 

rejected. 

1. H1: Perceived Ease of use is proven to have a significant 

effect on the Perceived Usefulness variable. This is stated 

by the T Statistic values (9.191 > 1.96) and P-Value 

(0.000 < 0.05). These results show that the more ease of 

using AI generative technology, the higher the benefits 

software developers receive. 

2. H2: Perceived Usefulness is proven to significantly affect 

the Attitude Toward Using variable. This is stated by the 

T Statistic values (2.938 > 1.96) and P-Value (0.003 < 

0.05). These results can be said that the greater the 

benefits of use felt by software developers, the higher the 

attitude towards using AI generative technology. 

3. H3: Perceived Ease of Use is proven to significantly 

affect the Attitude Toward Using variable. This is stated 

by the T Statistic values (3.218 > 1.96) and P-Value 

(0.001 < 0.05). These results show that the higher the ease 

of using AI generative technology, the higher the attitude 

towards using AI generative technology. 

4. H4: Perceived Usefulness is proven to affect the Behavior 

Intention to Use variable significantly. This is stated by 

the T Statistic values (0.881 < 1.96) and P-Value (0.043 < 

0.05). These results can be said that the greater the 

benefits of using AI generative technology felt by 

software developers, the higher the behavior of 

continuing to use AI generative technology.  

5. H5: Perceived Security is proven to affect the Behavior 

Intention to Use variable significantly. This is stated by 

the T Statistic values (2.801 > 1.96) and P-Value (0.005 < 

0.05). These results show that the higher the perception of 

security by software developers, the higher the behavior 

of continuing to use AI generative technology.  

6. H6: Attitude Toward Using is not proven to significantly 

influence the Behavior Intention to Use variables. This is 



Rizki Permana & Ahmad Nurul Fajar / IJETT, 72(12), 183-194, 2024  

 

193 

stated by the T Statistic values (2.801 > 1.96) and P-Value 

(0.379 > 0.05). These results can be said that the attitude 

towards the use of software developers does not affect the 

actual use of AI generative technology, so this hypothesis 

is rejected. 

7. H7: Behavior Intention to Use is proven to affect the 

Actual System Usage variable significantly. This is stated 

by the T Statistic values (11.017 > 1.96) and P-Value 

(0.000 < 0.05). These results show that the higher the 

behavior of software developers to continue using AI 

generative technology, the higher the actual use of AI 

generative technology. 

4.6. Discussion 

Referring to previous research, there is literature that 

conducts trials and experiments to determine the significance 

of ChatGPT in increasing productivity, especially for those at 

the beginner level. In addition, research has produced a new 

SDLC model called the Generative AI Assisted Software 

Development Lifecycle (GAASD), intended to implement 

generative AI into the development cycle. In other sections, 

they reveal key challenges such as ethical issues, data bias, 

security and mitigation strategies. This research concludes the 

factors that significantly influence the use of generative AI 

technology, especially perceptions of security. It describes 

how software developers, especially in Indonesia, accept the 

technology. 

5. Conclusion 
Based on the results of the hypothesis test, it can be 

answered that the formulation of the problem proposed at the 

beginning of this research chapter is that perception of security 

is stated to have a significant influence on the interest in using 

generative AI and its actual use in the work of a software 

developer. Then, the formulation of the problem regarding 

awareness of security risks can be said that based on the 

distribution of answers to the security perception variable 

indicator, there are no positive answers that are too high or 

exceed 50%, the distribution of respondents is relatively even 

so that it can be said that the respondents’ perception of 

generative AI security is quite careful about the risks that may 

occur. In addition, hypothesis testing states that Attitude 

towards use is not proven to have a significant influence on 

behavioural intention to use, but perceived security is proven 

to have an influence, so the higher the perception of security 

by software developers, the higher the intention to use. 

5.1. Limitation Section 

The author is aware that this study still has many 

limitations, including the number of respondents and their 

distribution, which cannot represent the overall picture of 

generative AI users in Indonesia. The sample collection 

process carried out has attempted to meet the established 

parameters, varying according to the experience of each 

software developer at different levels. 

5.2. Future Research 

Furthermore, researchers who wish to continue this 

research can consider the following points: 

1. Adding external variables besides the Perceived Security 

variable outside the general Technology Acceptance 

Model (TAM) model, such as the Perceived Risk or Trust 

variables, can further explain the analysis of the 

acceptance of generative AI technology. 

2. Adding variables that influence or cause software 

developers not to want to use generative AI so they can 

describe the rejection factors. 

3. Expanding the scope of the sampling area and research 

subjects further to describe the conditions of generative 

AI acceptance in Indonesia. 

5.3. Practical Recommendation 

Some of the things that the author recommends in the 

application of generative AI in SDCL and its application in 

reducing security risks include: 

1. Developers need to sort and assess the validity of the code 

writing suggestions given by generative AI before 

implementing them and ensure that they comply with 

security standards [24]. 

2. Generative AI integrated into the development studio will 

be very helpful for developers in getting suggestions per 

the programming language used. The risk can be 

considered smaller because it has passed the testing 

process and is recommended by the development studio 

developer. 

3. Perform a vulnerability test before deploying the program 

to ensure the code security elements are met. 

4. Security guidelines are still needed for each team 

involved in software development. 
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