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Abstract - This paper intends to numerically solve the Forced Porous Medium Equation (FPME). The FPME is a Partial 

Differential Equation (PDE) that suffers from nonlinearity, making finding their exact solutions quite challenging. Therefore, 

approximate solutions to the FPME are necessary, leading to researchers' efforts to invent various analytical and numerical 

methods. Some existing numerical methods are sufficient to solve nonlinear PDEs. However, the computational costs are another 

issue to deal with. Hence, an alternative strategy to handle the nonlinearity and the computational costs is presented in this 

work. First, the FPME will be reduced into its corresponding travelling wave equation via a wave variable transformation. This 

reduction will significantly minimize the computational burden since the transformation results in an ordinary differential 

equation. Then, the reduced FPME will be discretized using the Half-Sweep central finite difference scheme to generate a system 

of nonlinear approximation equations. The Newton method addresses nonlinearity, producing a system of linear equations. 

Furthermore, the Kaudd Successive Over Relaxation (KSOR) iterative method is utilized to solve the linear system efficiently. 

Thus, with the combination of wave variable transformation, the Half-Sweep iteration technique, and the KSOR iterative method, 

the computational costs of finding approximate FPME solutions will be significantly minimized. This combination of techniques 

may be denoted as a Half-Sweep Newton-KSOR iterative method (HSN-KSOR). Finally, The efficiency of the HSN-KSOR 

iterative method in solving the FPME has been verified by numerical trials.                  

Keywords - Forced porous medium equation, Half-Sweep iteration, Kaudd Successive Over-relaxation, wave variable 

transformation. 

1. Introduction  
The Forced Porous Medium Equation (FPME), 

sometimes called the porous medium equation with source 

terms, is defined as [1-3] 

𝜕𝑢

𝜕𝑡
= 𝜌

𝜕

𝜕𝑡
(𝑢𝑚

𝜕𝑢

𝜕𝑥
) + 𝜇𝑢𝑟,                  (1) 

Where 𝜌 and 𝜇 are constants, while 𝑚 and 𝑟 are known 

rational numbers. The forcing term on the right-hand side of 

Equation 1,  𝑓(𝑢) = 𝜇𝑢𝑟, represents the effect of reaction or 

absorption [1], [4]. This equation arises in many areas of 

science for modelling the occurrences of certain physical 

phenomena. For instance, the gas or fluid flow in porous 

media modelling and to describe the spread of biological 

populations [5].  Furthermore, the FPME represents the 

unstable heat transport in the quiescent medium and 

population pressure in biological systems [6]. 

Additionally, Equation 1 is used to model the evolution 

of plasma temperature where the 𝑢 term is set to be the 

temperature, 
1

𝜌
 as the particle density, and 𝜇𝑢𝑟 is the 

volumetric heating of plasma [7]. Moreover, the FPME may 

represent a wound-healing process and population dynamics 

models that are more realistic [8]. Then, the FPME is studied 

by [9] to model a gravity current, which is critical in observing 

the filtration laws. Understanding the filtration laws can help 

some industries tackle a membrane block and improve the 

performance of some membranes. In astronomy, the FPME is 

used to model the propagation of intergalactic civilization 

[10]. In recent years, some researchers have been interested in 

finding a solution to FPME and have proposed various 

methods, particularly in analytical or numerical approaches. 

For example, Pamuk [11] used the Adomian decomposition 

method (ADM) to solve the Porous Medium Equation (PME) 

with a source term or FPME.  
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The author developed a series of solutions for the PME 

without performing a linearisation and worrying about the 

number of nonlinear terms present in PME. Next, Biazar et al. 

[2] performed a homotopy perturbation method (HPM) on the 

FPME. They aimed to compare the PMES solutions derived 

from the HPM to those of the ADM and conclude that the 

solutions are equivalent. Furthermore, Sari [12] combined the 

sixth-order compact finite difference method with a low-

storage total variation diminishing third-order Runge-Kutta to 

solve the FPME. The author took advantage of the tridiagonal 

band matrix produced by solving PDEs numerically, 

improving the proposed method's effectiveness. In addition, 

Nik et al. [13] developed a combination of HPM and He's 

polynomials to solve the FPME. The authors showed that the 

HPM could generate the approximate solution and He's 

polynomials simultaneously, making their method more 

efficient than ADM. 

Moreover, Berx and Indekeu [14] proposed a beyond-

linear use of the equation superposition (BLUES) iteration 

function method to solve some nonlinear PDEs, including the 

FPME. The authors concluded that the proposed method had 

a better convergence toward the approximate solution than 

ADM,  the variational iteration method, and the variational 

iteration method with the Green function. Last but not least, 

Chew et al. [8] introduced a numerical technique called the 

quarter-sweep modified successive over-relaxation 

(QSMSOR) iterative approach to address the FPME. The 

performance of the proposed method is tested against the 

MSOR and the half-sweep MSOR iterative methods. The 

authors proved that their proposed method is efficient and 

accurate in solving the FPME compared to the controls. 

The Porous Medium Equation (PME) and its complete 

form, i.e., the FPME, contributed enormously to developing 

the theories of nonlinear PDEs since its properties depart from 

the heat equation. In fact, the PME is sometimes called the 

nonlinear heat equation [1]. Motivated by the important 

applications of the FPME and the effort of finding the solution 

to the FPME, this paper intends to propose an effective and 

efficient numerical method to solve the FPME.  

The method combines the wave variable transformation 

and the Half-Sweep Newton-Kaudd Successive Over 

Relaxation iterative method (HSN-KSOR). The wave variable 

transformation is one of the similarity techniques that can 

reduce a PDE into an ODE or to at least one independent 

variable from the original equation [15–17]. Hence, by 

employing this transformation in the proposed method, 

Equation 1 becomes simpler, minimizing the computation 

costs for its approximate solutions. On top of that, this strategy 

was highly inspired by the method proposed in previous 

studies, took advantage of the wave variable transformation to 

solve linear partial differential equations. However, their 

works only covered linear partial differential equations 

problems.  

Hence, to fill the gap, this research extended their work to 

a nonlinear Partial Differential Equation (PDE) that suffers 

from nonlinearity. To add up, the transformed FPME is 

referred to as the travelling wave equation of FPME, and the 

theory, as well as the existence of travelling waves to FPME, 

have been discussed by researchers in [10, 16, 18]. Besides, 

authors also discuss travelling wave applications for other 

problems, which can be seen in the literature [15, 17, 19–24]. 

Additionally, the proposed method utilized the Half-Sweep 

iterative technique to accelerate the convergence of the 

approximation solutions for the FPME. The Half-Sweep 

iterative technique was first introduced by Abdullah in 1991 

[25] to solve a Poisson problem. The idea of the Half-Sweep 

iteration concept is that the computation only takes half of the 

points in the solving domain of the problem. Several 

researchers have used this technique to solve problems, such 

as refer [26–27]. Lastly, the Newton and KSOR iterative 

methods were adopted to handle the nonlinearity in the FPME 

and solve the linear system, respectively.  

The following sections discuss the development of the 

approximation equation for the FPME and the implementation 

of the HSN-KSOR iterative method (in Section 2). Then, the 

numerical results are presented in Section 3, and the 

conclusions of this work are given in Section 4. 

2. Methodology 
This section will derive the finite difference approximation 

equation for Equation 1 based on its corresponding travelling 

equation. The subsequent topic of discussion will be the 

formulation of the half-sweep Newton-KSOR iteration 

method. 

2.1. Traveling Wave Equation  

The wave variable transformation is one of the general 

similarity transformations that can reduce PDEs to ODEs, and  

it is given by  [15], [17] 

𝑢(𝑥, 𝑡) = 𝑢(𝑧),             𝑧 = 𝑥 − 𝑐𝑡,              (2) 

and 𝑐 being a constant representing the wave velocity. 

Therefore, utilizing Equation 2, the FPM is reduced into an 

ODE or its corresponding travelling wave equation by 

performing some chan rules on 𝑧. Hence, the following 

substitutions are made, which are:  

{  

𝑢𝑡 = −𝑐𝑢𝑧
𝑢𝑥 = 𝑢𝑧
𝑢𝑥𝑥 = 𝑢𝑧𝑧

.            (3) 

Substituting Equation 3 into Equation 1 then gives the 

travelling wave equation for FPME of a form of 

−𝑐
𝑑𝑢

𝑑𝑧
= 𝜌𝑢𝑚

𝑑2𝑢

𝑑𝑧2
+ 𝑎𝑚𝑢𝑚−1 (

𝑑𝑢

𝑑𝑧
)
2
+ 𝜇𝑢𝑟,  (4) 

Where 𝑢 = 𝑢(𝑧), −𝑐𝑡 ≤ 𝑧 ≤ 1 − 𝑐𝑡 , and 𝑡 > 0. One can 

see that Equation 4 only depends on one independent variable, 

𝑧.  



Graygorry Brayone Ekal et al. / IJETT, 72(2), 19-28, 2024 

 

21 

2.2. Half-Sweep Finite Difference Approximate Equation  

Following this, the Half-Sweep finite difference 

approximation formulation for Equation 4 will be devised. To 

begin with, recall that the standard or full-sweep central finite 

difference scheme [28, 29] to discretize Equation 4 is given by  

{
𝑢′(𝑧𝑖) ≈

𝑢𝑖+1−𝑢𝑖−1

2ℎ

  𝑢′′(𝑧𝑖) ≈
𝑢𝑖+1−2𝑢𝑖+𝑢𝑖−1

ℎ2

,  (5) 

for 𝑖 = 0,1,2,⋯ , (𝑀 − 1). The ℎ notation is ℎ = (𝑧1 − 𝑧0)/𝑀 

indicating the uniform step size with 𝑀 being the subinterval 

in 𝑧 direction. Then, substituting Equation 2 into Equation 4 

yields 

𝛼(𝑢𝑖+1 − 𝑢𝑖−1) = 𝛽𝑢𝑖
𝑚(𝑢𝑖+1 − 2𝑢𝑖 + 𝑢𝑖−1) 

                     +𝛾𝑚𝑢𝑖
𝑚(𝑢𝑖+1 − 𝑢𝑖−1)

2 

                                       +𝜇𝑢𝑖
𝑟,  (6) 

Where 𝛼 = −𝑐/2ℎ,  𝛽 = 𝜌/ℎ2, and 𝛾 = 𝜌/4ℎ2. Fig. 1 

shows the grid point distribution of the full-sweep iteration 

concept, where the approximate solutions will be computed 

using an iterative method at all the node points labelled by 

black dots. 

 
Fig. 1 Finite grid points for full-sweep when 𝑴 = 𝟖  

The half-sweep iteration approach only calculates the 

approximate solutions on the node locations indicated by 

black dots, specifically 2, 4, and 8 (refer to Fig. 2). Once the 

iterations are finished. The approximate solution is obtained 

for each black dot, and the white dots (1, 3, 5, and 7) are 

calculated using the direct method [30]. 

 
Fig. 2 Finite grid point for half-sweep when 𝑴 = 𝟖  

Again, referring to Fig. 2 as a guide, the half-sweep 

central finite difference scheme can be expressed as  

{
𝑢′(𝑧𝑖) ≈

𝑢𝑖+2−𝑢𝑖−2

2𝐻

  𝑢′′(𝑧𝑖) ≈
𝑢𝑖+2−2𝑢𝑖+𝑢𝑖−2

𝐻2

,  (7) 

Where for 𝑖 = 2,4,6,⋯ , (𝑀 − 4), (𝑀 − 2). Here, the 𝐻 

notation is 𝐻 = 2ℎ, indicating the uniform step size in 𝑧 

direction. Thus, applying Equation 7 to Equation 4 yields. 

𝛼(𝑢𝑖+2 − 𝑢𝑖−2) = 𝛽𝑢𝑖
𝑚(𝑢𝑖+2 − 2𝑢𝑖 + 𝑢𝑖−2) 

                     +𝛾𝑚𝑢𝑖
𝑚(𝑢𝑖+2 − 𝑢𝑖−2)

2 

                                       +𝜇𝑢𝑖
𝑟,  (8) 

Where 𝛼 = −𝑐/2𝐻,  𝛽 = 𝜌/𝐻2, and 𝛾 = 𝜌/4𝐻2. As a 

result, Equation 8 is the half-sweep finite difference 

approximation equation for Equation 4.  

2.3. Implementation of the Half-Sweep Newton-KSOR 

Iteration 

Notice that Equation 8 may be expressed as a nonlinear 

system written as  

𝑓𝑖(𝑢) = 𝛼(𝑢𝑖+2 − 𝑢𝑖−2) 

−𝛽𝑢𝑖
𝑚(𝑢𝑖+2 − 2𝑢𝑖 + 𝑢𝑖−2) 

                              −𝛾𝑚𝑢𝑖
𝑚(𝑢𝑖+2 − 𝑢𝑖−2)

2 − 𝜇𝑢𝑖
𝑟,                 (9) 

for 𝑖 = 2,4,6,⋯ , (𝑀 − 2).  Solving a nonlinear system is a 

tedious task. As a solution, Equation 9 is linearized using the 

Newton method [28], and the KSOR iterative method is then 

implemented to solve the resultant linear system. Besides, the 

linear system can be written as   

𝒥(𝑢(𝑘))𝑆(𝑘) = −𝑓(𝑢(𝑘)),              (10) 

Where 𝑢 = (𝑢2, 𝑢4, ⋯ , 𝑢𝑀−2)
𝑇,  𝑆 = (𝑆2, 𝑆4, ⋯ , 𝑆𝑀−2)

𝑇, 

𝑓 = (𝑓2, 𝑓4, ⋯ , 𝑓𝑀−2)
𝑇, and 𝑘 is the index of iteration.  

Moreover, the Jacobian matrix in Equation 10 is defined 

as     𝒥(𝑢(𝑘)) =

(

 
 
 

𝜕𝑓2(𝑢)

𝜕𝑢2

𝜕𝑓2(𝑢)

𝜕𝑢4
⋯

𝜕𝑓2(𝑢)

𝜕𝑢𝑀−2
𝜕𝑓4(𝑢)

𝜕𝑢2

𝜕𝑓4(𝑢)

𝜕𝑢4
⋯

𝜕𝑓4(𝑢)

𝜕𝑢𝑀−2

⋮ ⋮ ⋱ ⋮
𝜕𝑓𝑀−2(𝑢)

𝜕𝑢2

𝜕𝑓𝑀−2(𝑢)

𝜕𝑢4
⋯

𝜕𝑓𝑀−2(𝑢)

𝜕𝑢𝑀−2 )

 
 
 

(𝑘)

(
𝑀

2
−1)×(

𝑀

2
−1)

           (11) 

To compute the approximate solutions  𝑢(𝑘), the 

following formula is used:  

𝑢(𝑘+1) = 𝑆(𝑘) + 𝑢(𝑘).                    (12) 

The system of linear equations stated in Equation 10 is 

very sparse and large with respect to the value of 𝑀. Hence, 

an efficient iterative method, namely the KSOR iterative 

method, will be used to solve the linear system. In addition, 

integrating the KSOR iterative method with the half-sweep 

iterative method elaborated in Section 2.2 will increase its 

efficiency. The KSOR iterative method was introduced by 

Youssef in 2012 as a new variant of the SOR iterative method.  



Graygorry Brayone Ekal et al. / IJETT, 72(2), 19-28, 2024 

 

22 

It uses a less sensitive relaxation parameter, i.e., 𝜔 ∈ ℝ −
[−2,0], than in the SOR method. Besides, the KSOR iterative 

method has the benefit of updating the initial component in the 

first equation at the first step, contributing to a swift 

convergence at the start. The iterative formula for the point 

KSOR, as derived from Equation 10, is provided as [31] 

𝑆𝑖
(𝑘+1) =

1

1+𝜔
[𝑆𝑖
(𝑘) +

𝜔

(
𝜕𝑓𝑖
𝜕𝑢𝑖

)
((−𝑓𝑖) − ∑ (

𝜕𝑓𝑖

𝜕𝑢𝑗
) 𝑆𝑗

(𝑘+1)𝑖−2
𝑗=2 −

∑ (
𝜕𝑓𝑖

𝜕𝑢𝑗
) 𝑆𝑗

(𝑘)𝑀−2
𝑗=𝑖+2 )],  (13) 

for 𝑖 = 2,4,⋯ ,𝑀 − 2 and 𝑘 is the iterative index. Therefore, 

based on equations (10) and (13), the general algorithm for 

the half-sweep Newton-KSOR iterative method to solve 

Equation 1  is presented in the following Algorithm 1. 

Algorithm1: Half-Sweep Newton-KSOR iterative method 

i. Set the value of 𝑢(0), tolerance error of 𝑢 and 𝑆; 𝜀𝑢 =
10−10, 𝜀𝑆 = 10

−10 

ii. For 𝑖 = 2,4,⋯ , (𝑀 − 2), do the following: 

a. Set 𝑆(0) = 0 

b. Calculate 𝒥 and −𝒇 

c. Calculate Equation 13 iteratively  

iii. For 𝑖 = 1,3,⋯ , (𝑀 − 1), compute directly. 

iv. Check whether ∥ 𝑺(𝑘+1) − 𝑺(𝑘) ∥ ≤ 𝜀𝑆. If true, then 

proceed to step iv. Else, repeat step ii. 

v. Calculate 𝒖(𝑘+1) = 𝑺(𝑘) + 𝒖(𝑘). 

vi. Check whether ∥ 𝒖(𝑘+1) − 𝒖(𝑘) ∥ ≤ 𝜀𝑢. If true, then 

display approximate solutions, 𝒖. Else, repeat step i 
until iv. 

The optimal value of the relaxation parameter 𝜔 is 

obtained by repeatedly executing Algorithm 1 until the 

minimum number of iterations is reached. 

3. Numerical Results  
This section verifies the performance of half-sweep 

Newton-KSOR (HSN-KSOR) with some test problems. Three 

criteria are considered, i.e., the number of iterations until the 

approximate convergence solution is reached, the execution 

time (in seconds), and the maximum absolute error output. In 

addition, the Newton-Gauss Seidel (N-GS) and full-sweep 

Newton-KSOR (FSN-KSOR) iterative methods were set as 

benchmarks for the proposed iterative method. Regarding the 

tolerance error, 𝜀 = 10−10  is used to determine the 

convergence of the solution at various grid sizes, i.e., 𝑀 =
256,512,1024,2048, and 4096. The numerical computations 

were performed in C programming using a laptop computer 

with an Intel(R) Core i7-6500U CPU running at 2.60GHz and 

8 GB of RAM. The following are the four selected FPME 

problems.  

Example 1 [16]  

Consider the equation  
𝜕𝑢

𝜕𝑡
=

𝜕

𝜕𝑥
(𝑢−1

𝜕𝑢

𝜕𝑥
) + 𝑢2,                 (14) 

Which is a quasilinear fast diffusion equation with a 

quadratic reaction term. A solution for this equation, which 

was provided by Polyanin and Zaitsev [16], was adopted for 

accuracy checking, namely 

𝑢(𝑥, 𝑡) = (
(𝑥+𝐶1)

2

2𝑡
+ 𝐶2𝑡 − 2𝑡𝑙𝑛|𝑡|)

−1

, 𝑡 ≠ 0, 

Where 𝐶1 and 𝐶2 are arbitrary constants. In this 

implementation, 𝐶1 and 𝐶2 have been set to 0.35 and 1.35, 

respectively. 

Example 2 [16] 

Consider  
𝜕𝑢

𝜕𝑡
= 𝜌

𝜕

𝜕𝑥
(𝑢3

𝜕𝑢

𝜕𝑥
) − 𝜇𝑢,  (15) 

the equation that describes the classical case of a gravity 

current in the air. Polyanin and Zaitsev [16]  gave a particular 

solution for this equation, which is 

𝑢(𝑥, 𝑡) = (𝐴𝑒
2𝑏𝑚𝑡
𝑚+2 −

𝑏𝑚2(𝑥 + 𝐵)2

2𝑎(𝑚 + 2)
)

1
𝑚

, 

Where 𝐴 and 𝐵 are arbitrary constants, for this work, 

𝐴, 𝜌, 𝐵, and 𝜇 were set to be 1.35, 2, 0.35, and 1, respectively. 

Example 3 [11]  

Taking  𝑚 =  1 and 𝑟 = 0 in (1) then, it becomes 
 

𝜕𝑢

𝜕𝑡
= 𝜌

𝜕

𝜕𝑥
(𝑢

𝜕𝑢

𝜕𝑥
) + 𝜇.                    (16) 

The exact solution for this equation is  𝑢(𝑥, 𝑡) = 𝑥 + (𝜌 +
𝜇)𝑡, where 𝑎 and 𝑏 were set to be 1 and −3, respectively. 

Example 4 [8]  

Consider the equation representing a slow particle 

diffusion on a fresh membrane, 
𝜕𝑢

𝜕𝑡
=

𝜕

𝜕𝑥
(𝑢2

𝜕𝑢

𝜕𝑥
) − 𝑢.                         (17) 

The solution for this problem, provided by  Chew et al., is 

𝑢(𝑥, 𝑡) = (𝑥 −
2

𝛽
) 𝑒𝛽𝑡 + (

2

𝛽
) 𝑒2𝛽𝑡, 

Where 𝛽 is an arbitrary constant that has been set to −1. 

The numerical results for each problem are presented in 

Tables 1 through 4. Meanwhile, Table 5 summarizes the 

numerical results for the test problems.  

Furthermore, in addition, the results in Table 5 were 

computed by computing the following formula [25]: 

𝛿𝑘% = |
𝑘𝑁−𝐺𝑆−𝑘𝐻𝑆𝑁−𝐾𝑆𝑂𝑅

𝑘𝑁−𝐺𝑆
| × 100%,   (18) 

for the number of iterations while  

𝛿𝑡% = |
𝑡𝑁−𝐺𝑆−𝑡𝐻𝑆𝑁−𝐾𝑆𝑂𝑅

𝑡𝑁−𝐺𝑆
| × 100%,  (19) 

for the computational time.  

Furthermore, the maximum absolute error is determined 

using [18]: 

𝑀𝑎𝑥. 𝐸𝑟𝑟𝑜𝑟 = 𝑚𝑎𝑥
𝑖∈[1,𝑀−1]

‖𝑢(𝑘+1) − 𝑢(𝑘)‖ .   (20) 
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Table 1. Quantitative findings for Example 1 

𝑴 Method 𝝎 Iteration  Seconds  Max. Error 

256 

FSN-GS  165519 0.75 1.8667 × 10-04 

FSN-KSOR -2.0240 2975 0.02 1.8709 × 10-04 

HSN-KSOR -2.0481 1490 0.01 1.8651 × 10-04 

512 

FSN-GS  547778 4.63 1.8766 × 10-04 

FSN-KSOR -2.0120 5912 0.09 1.8705 × 10-04 

HSN-KSOR -2.0240 2975 0.03 1.8668 × 10-04 

1024 

FSN-GS  1730412 28.93 1.9423 × 10-04 

FSN-KSOR -2.0061 11667 0.30 1.8706 × 10-04 

HSN-KSOR -2.0120 5912 0.09 1.8672 × 10-04 

2048 

FSN-GS  5121184 171.14 2.2096 × 10-04 

FSN-KSOR -2.0032 23221 1.15 1.8706 × 10-04 

HSN-KSOR -2.0061 11667 0.39 1.8673 × 10-04 

4096 

FSN-GS  13829405 925.35 3.3397 × 10-04 

FSN-KSOR -2.0016 45132 4.48 1.8706 × 10-04 

HSN-KSOR -2.0031 22954 1.43 1.8673 × 10-04   

 Table 2. Quantitative findings for Example 2 

𝑴 Method 𝝎 Iteration  Seconds  Max. Error 

256 

FSN-GS   289575 1.25 1.6586 × 10-03 

FSN-KSOR -2.0260 4346 0.03 1.6583 × 10-03 

HSN-KSOR -2.0522 2168 0.01 1.6579 × 10-03 

512 

FSN-GS   992710 8.33 1.6599 × 10-03 

FSN-KSOR -2.0130 8630 0.12 1.6584 × 10-03 

HSN-KSOR -2.0260 4346 0.03 1.6583 × 10-03 

1024 

FSN-GS   3319955 55.51 1.6644 × 10-03 

FSN-KSOR -2.0065 32772 0.85 1.6584 × 10-03 

HSN-KSOR -2.0130 8630 0.15 1.6584 × 10-03 

2048 

FSN-GS   10749133 360.14 1.6880 × 10-03 

FSN-KSOR -2.0033 34071 1.71 1.6584 × 10-03 

HSN-KSOR -2.0065 17159 0.60 1.6584 × 10-03 

4096 

FSN-GS   33849665 2263.30 1.7731 × 10-03 

FSN-KSOR -2.0017 68403 7.46 1.6584 × 10-03 

HSN-KSOR -2.0033 34071 2.32 1.6584 × 10-03 

 

 
Fig. 3 (a) Count of iterations, and (b) Computational time for FSN-KSOR and HSN-KSOR at each grid size, M, for Example 1. 
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Table 3. Quantitative findings for Example 3 

𝑴 Method 𝝎 Iteration  Seconds  Max. Error 

256 

FSN-GS   228186 0.97 6.0643 × 10-07 

FSN-KSOR -2.0255 3224 0.02 1.5739 × 10-10 

HSN-KSOR -2.0510 1613 0.01 1.4048 × 10-10 

512 

FSN-GS   779725 6.55 2.4306 × 10-06 

FSN-KSOR -2.0128 6424 0.09 1.7851 × 10-10 

HSN-KSOR -2.0255 3224 0.03 1.5739 × 10-10 

1024 

FSN-GS  2599500 43.52 9.9409 × 10-06 

FSN-KSOR -2.0065 12782 0.33 2.3041 × 10-10 

HSN-KSOR -2.0128 6424 0.12 1.7851 × 10-10 

2048 

FSN-GS   8416693 281.10 4.4445 × 10-05 

FSN-KSOR -2.0033 25327 1.28 3.0697 × 10-10 

HSN-KSOR -2.0065 12782 0.39 2.3041 × 10-10 

4096 

FSN-GS   26872893 1802.07 1.5823 × 10-04 

FSN-KSOR -2.0017 50082 4.91 5.4396 × 10-10 

HSN-KSOR -2.0033 25327 1.75 3.0697 × 10-10 

 

 
Fig. 4 (a) Count of iterations, and (b) Computational time for FSN-KSOR and HSN-KSOR at each grid size, M, for Example 2. 

 
Fig. 5 (a) Count of iterations, and (b) Computational time for FSN-KSOR and HSN-KSOR at each grid size, M, for Example 3. 
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Table 4. Quantitative findings for Example 4 

𝑴 Method 𝝎 Iteration Seconds Max. Error 

256 

FSN-GS  189790 0.81 4.5050 × 10-03 

FSN-KSOR -2.0300 3433 0.03 4.5052 × 10-03 

HSN-KSOR -2.0608 1714 0.01 4.5052 × 10-03 

512 

FSN-GS  649967 5.54 4.5056 × 10-03 

FSN-KSOR -2.0150 6847 0.10 4.5052 × 10-03 

HSN-KSOR -2.0300 3433 0.03 4.5052 × 10-03 

1024 

FSN-GS  2217716 38.24 4.5093 × 10-03 

FSN-KSOR -2.0038 25621 0.65 4.5052 × 10-03 

HSN-KSOR -2.0150 6847 0.14 4.5052 × 10-03 

2048 

FSN-GS  7382980 246.89 4.5241 × 10-03 

FSN-KSOR -2.0038 27093 1.35 4.5052 × 10-03 

HSN-KSOR -2.0075 13625 0.50 4.5052 × 10-03 

4096 

FSN-GS  23636169 1583.74 4.5851 × 10-03 

FSN-KSOR -2.0020 53123 5.21 4.5052 × 10-03 

HSN-KSOR -2.0038 27093 1.69 4.5052 × 10-03 

Table 5. Percentage (%) improvement of HSN-KSOR against FSN-GS in terms of the number of iterations and computational time 
 Iteration 

Grid size 
Example    

256 512 1024 2048 4096 

1 99.1 99.46 99.66 99.77 99.83 

2 99.25 99.56 99.74 99.84 99.9 

3 99.29 99.59 99.75 99.85 99.91 

4 99.1 99.47 99.69 99.82 99.89 

Computational time 

1 99.06 99.42 99.69 99.77 99.85 

2 99.12 99.59 99.73 99.83 99.9 

3 99.07 99.62 99.72 99.86 99.9 

4 99.26 99.51 99.64 99.8 99.89 

 

 
Fig. 6 (a) Count of iterations, and (b) Computational time for FSN-KSOR and HSN-KSOR at each grid size, M, for Example 4. 
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Fig. 7 Percentage improvement in (a) The number of iterations and (b) The computational time for Examples 1,2,3 and 4 for HSN-KSOR against 

FSN-GS at each grid size, M.

Based on Tables 1 through 4, it can be seen that the HSN-

KSOR iterative method exhibited shorter processing time and 

required fewer iterations to achieve near-convergence 

solutions in comparison to the FSN-GS and FSN-KSOR 

iterative methods. The pattern was depicted in Figures 3 

through 6, displaying both the iteration and time necessary to 

solve each problem across different grid sizes. Table 5 

provides a concise overview of the improvements attained by 

the HSN-KSOR iterative method in comparison to the FSN-

GS method, as seen in Figure 7. 

Among four problems, the reduction in the number of 

iterations by the HSN-KSOR method against the FSN-GS 

method is at least 99.1 percent for a grid size of 256. For a grid 

size of 512, a minimum decrease of 99.46 percent in the 

iteration count has been obtained. In addition, given a grid size 

of 1024, a minimum of 99.66 percent of iterations experience 

a decrease across all problems. For a grid size of 2048, there 

was a minimum reduction of 99.77 percent across problems 1, 

2, 3, and 4.  

Finally, when the grid size was set to 4096, the reduction 

percentage achieved was at least 99.83% for all problems. 

Furthermore, the implementation of the HSN-KSOR iterative 

method significantly decreased the computing time produced 

by the FSN-GS by at least 99.06 percent while considering a 

grid size of 256. In addition, the computing time for all 

problems decreased by at least 99.42 percent for a grid size of 

512. Additionally, a decrease of 99.64 percent was achieved 

with a grid size of 1024, while a reduction of 99.77 percent 

was achieved with a grid size of 2048. Finally, the HSN-

KSOR iterative method shortened the computing time by a 

minimum of 99.85 percent for a specified grid size of 4096.  

These events were made feasible by the ideal relaxation 

parameter value 𝜔 chosen in the implementation, shown in 

Tables 1 through 4, thereby speeding up the convergence to an 

approximation of the FPME solution. In addition, the 

application of half-sweep iteration helps to save computing 

expenses by calculating just half of the inner grid points inside 

a specific domain of interest. Besides, all methods show a 

good agreement in accuracy. However, the accuracy of the 

iterative methods HSN-KSOR and FSN-KSOR somewhat 

increases compared to FSN-GS. 

4. Conclusion  
In conclusion, the wave variable transformation and the 

Half-Sweep Newton-Kaudd SOR (HSN-KSOR) iterative 

method was successfully utilized to numerically solve the 

equations for porous media (FPME) equations. Adapting the 

wave variable transformation of the FPME before the 

discretization process significantly reduced the computational 

complexity since calculation on every time level is avoided. 

Therefore, the performance of the proposed method is 

efficient and accurate in achieving an approximation of the 

FPME solution compared to the FSN-GS and FSN-KSOR. As 

a result, the suggested method offers a reasonable alternative 

numerical method compared to existing methods for 

approximating solutions for nonlinear parabolic partial 

differential equations that allow for travelling wave solutions.  
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