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Abstract - In the past few years, ensemble techniques were broadly utilized for the task of handwritten recognition rather than 

single classifiers, which has proved that misclassifications made by classifiers utilizing different feature sets may not certainly 

overlap. Consequently, integrating classifiers increases the base classifiers' accuracy. In this research work, novel ensemble 

approaches are presented that are composed of arcing of heterogeneous ensembles and bagged homogeneous classifier 

ensembles. Then, using accuracy, the classifier performs the classification performances that are assessed using precision. Here, 

using base classifiers, a classifier ensemble is built, like RBF and SVM. The advantages and feasibleness of the presented 

approaches are proved using the prevailing handwritten recognition dataset. The major novelty of the study relies on three sub 

processes: pre-processing, categorization and integrating. An extensive array of analogous investigations is completed for a 

typical database of handwritten recognition. Meanwhile, a comparison study with prior research on the database of handwritten 

recognition is also revealed. The investigational results reveal that this suggested group approach is reasonable.   

Keywords - Arcing, Bagging, Ensemble, Support Vector Machine, Radial Basis Function.    

1. Introduction  
Handwritten Digit Recognition (HDR) has been 

effectively enforced in several areas where the precision of 

acceptance is crucial, like acceptance of the post-mail codes 

on the cover and account number of the bank or the cash 

amount inscribed on the chequebook, spontaneous 

interpretation of zip codes, and much more various approaches 

are employed in HDR. The collection of categorizers has been 

broadly employed in minimizing model ambiguity and 

enhancing simplification accomplishment. Establishing 

methods for producing candidate group representatives is a 

significant way of collecting categorizers study. It has been 

shown that a virtuous group is one in which the particular 

categorizers in the group are both precise and make their 

mistakes on diverse fragments in the input space. The 

remaining of the research is outlined as mentioned below. 

Section 2 deliberates the prior research completed. Section 3 

defines the new method suggested in this article. Section 4 

describes the categorization accomplishment along with 

analyzation procedures—Sections 5 and 6 pact with the 

outcomes and inference. 

2. Related Work  
A huge number of exploring was performed in the HDR 

field where several methods are protected, and there yet exists 

several unprotected ones. S M Shamim et al. (2018) [15] 

introduced an approach to non-computerized HDR founded on 

diverse ML methods. The major objective of this study is to 

ensure competent and dependable approaches for analyzation 

of HDR.  

Various ML procedures called Naïve Bayes, SVM, Bayes 

Net, Multilayer Perceptron, Random Tree, Random Forest, 

and J48 have been employed for the analysis of figures by 

implementing WEKA. 

M.MerlineMagrina et al. (2019) [9] are employed to 

analyze antique Tamil Writing in gravels. OCR segment of 

application is Ensemble Learning is majorly concentrated in 

this research. 

SavitaAhlawat et al. (2020) [13] suggested a study to 

discover several design choices such as stride size, kernel size, 

number of layers, receptive field, dilution, and padding for 

CNN-founded HDR. 

Ayush Kumar Agrawal et al. (2021) [2] contemplated a 

custom CNN prototype to accurately analyze the HDR by 

implementing a diverse set of maximisers. The actions of the 

introduced modelhave been investigated on the public MNIST 

database. The outcomes demonstrate that the efficiency of the 

prototype exceeds various modern methods in the presented 

area. 
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Mamatarani Das et al. (2022) [8] demonstrated the 

accomplishment of five diverse ML prototypes that implement 

a complex NN in finding HDR digits in response to the HDR 

database that is extended and operated by implementing 

various additional methods to make disparity and surge the 

capacity of the info in the specified database. Syed Sohail 

Ahmed et al. (2023) [17] attempted to overwhelm the above-

mentioned restrictions by presenting Deep Learning (DL) 

based models such as EfficientDet-D4for many 

classifications. Firstly, the input imageries are explained to 

precisely illustrate the Region of Interest (ROI). In the 

subsequent stage, these imageries are employed in order to 

train the EfficientNet-B4-basedEfficientDet-D4 technique to 

identify and classify the numbers into their respective classes 

from 0 to 9. 

Based on the prior research, a mixed system is suggested 

by implementing RBF and SVM and the efficiency of the 

suggested Bagged SVM (BSVM), Bagged RBF (BRBF), and 

RBF-SVM fusion structure is analyzed by carrying out 

various trials on US zip code database. The accomplishment 

of the suggested BSVM, BRBF, and RBF-SVM fusion 

categorizers are investigated in associative with discrete SVM 

and RBF categorizers. In addition, heterogeneous prototypes 

reveal improved outcomes than homogeneous prototypes and 

associations with the above research on a typical database of 

HDR are also itemized. 

3. Suggested Model  
3.1. Preprocessing 

In the process of database pre-processing, transformation 

and cleaning are executed. Cleaning indicates the removal of 

unnecessary tags and filling up the missed values in the 

datasets. Transformation indicates the translating task of the 

complete dataset into the preferred form (it is the conversion 

task of numeric values into the character data type). 

3.2. State of Art Models 

3.2.1. RBF  

A radial basis function, RBF, ϕ(x) denotes a function with 

esteem to the basis or a definite point c, i.e., ϕ(x)=f(‖x−c‖) 

where the norm is generally the Euclidean but can be other 

kind of measure. To alter the distance from a certain place, 

RBF utilizes RBF for activation. The system control, time-

series prediction, and classification are used by RBF for 

functional approximation. RBF was utilized for classifying 

records in non-linear mode and compared entering records 

with trained datasets. The weighted linear superposition is the 

manufacture of the RBF NN. In the RBF prototype, the 

Gaussian-basis procedure is the frequently used basis function 

[5]. 

    

3.2.2. SVM 

This is developed by [11] and broadly used to train SVM. 

The well-known calculation of a hyperplane is w.x+b=0. 

While, w denotes the vector normal to hyperplane and b refers 

to an offset. If the value of w.x+b>0, then it indicates the 

positive point, or else it is a negative point. SMO is a simple 

solution to solving a Quadratic Programming (QP) 

problematic issue that arises in the exercise process of SVM. 

SMO splits the huge QP issue into a sequence of minute sub-

issues. Such minor sub-issues are methodically resolved, 

stopping the implementation of time-consuming arithmetical 

QP maximization as an inner iteration. It was a rapid process 

for sparse datasets and linear SVM and comparatively faster 

than the chunking method. The retention looked for SMO is 

linear in the exercise datascope, allowing SMO to deal with 

huge exercise sets. It scales amongst quadratic and linear in 

the exercise set scope for various trial issues. 

3.3. Homogeneous Group Classification Model 

3.3.1. BRBF and BSVM Classification Model 

Presented a collection of D, of d tuples, bagging [4]. For 

iterations i (i =1, 2,…..k), a trained dataset, Di, of d tuples 

undergoes sampling by substituting the initial set of tuples, D. 

From the presented training database, D repeatedly, the 

bootstrap example, Di, made by D trial with reinstatement. All 

examples in the exercise set D were found to be repetitive or 

not at all in any specific replicate exercise dataset Di. For all 

training sets, the Di A categorizer prototype, Mi, is studied. To 

categorize a mysterious tuple, X, All categorizers, Mi, 

returned its class anticipation, which may be counted as a 

single vote. The SVM and bagged RBF, M*, will count the 

amount of votes and allot the session with the maximum 

amount of votes to X. 

Algorithm: Pseudocode of RBF and SVM group 

classification model bagging 

Input: 

• D: collection of d tuples. 

• k = 2, classifier count in the ensembling process, and 

the amount of classification prototypes in the group. 

• Baseline Categorizer (RBF, SVM) 

Output: BRBF and BSVM, M* 

Method: 

(1) for i= 1 to k do // generate k methods 

(2) Generate bootstrap samples, Di, via substituting 

specimen D from the provided exercise data 

𝐷recurrently. Every instance in the specific 

exercise data D might occur several iterations or 

be absent in a specific replicating exercise 

dataset Di 

(3) Utilize Difor model derivation, Mi;  

(4) Classification of examples din train dataset Di 

and weight initialization, Wi for the prototype, 

Mi, depending upon the accuracy of the fraction 

of properly categorized samples in exercise 

dataset Di.   

(5) Endfor 
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For using BRBF and BSVM approaches on the tuple, X: 

1.  if categorization then  

2.  consider every one of the k methods for 

classifying X and save a major number of votes; 

3.  if forecasting then  

4.  consider every one of the k methods for 

predicting a value for X and offer regular 

outcomes; 

3.4. Heterogeneous Group Classification Model 

3.4.1. RBF-SVM Fusion Model 

Provided a set D of d tuples, the arcing [3] study is 

mentioned below. For repetition, i (i =1, 2,…..k), an exercise 

set, Di, of d tuples is trialed with substitution from the initials 

et of tuples, D. Few samples from the database D will ensure 

more than once in the exercise database Di. 

The samples that did not qualify for the exercise database 

concluded creating the trial database. Then, a categorizer 

prototype, Mi, is calculated for every exercise sampled from 

the exercise database Di. A categorizer prototype, Mi, is 

calculated for every exercise set, Di. 

The fusion categorizer M*and RBF-SVM sums the 

number of votes and allocates the session with the majority 

votes to X. For categorizing an unidentified tuple, X, all 

categorizers, Mi, return its class anticipation that amounts to a 

single vote. 

Algorithm: Pseudocode of Fusion RBF-SVM by Arcing 

Classification Model 

Input: 

• D: collection of d tuples. 

• k = 2, classifier count in the ensembling process  

• Baseline Classifier (RBF, SVM) 

Output: Fusion SVM-RBF model, M*. 

Procedure: 

1.  For i = 1 to k do // Generate 𝑘 methods 

2.  Generate exercise data, Di, via sampling D with 

substitution.  

3.  Utilize Difor model derivation, Mi 

4.  Classification of examples din train dataset Di 

and weight initialization, Wi for the approach, 

Mi, depending upon the accuracy of the fraction 

of properly categorized samples in exercise 

dataset Di.   

5.  endfor 

For using a fusion prototype on the tuple, X: 

1. if categorization then  

2.     consider every one of the k methods for 

classifying X and save the major number of 

votes; 

3. if forecasting then  

4. consider every one of the k methods for 

predicting a value for X and offer regular 

outcomes; 

4. Experimental Setup  
The data is partitioned into subsets trained, and another 

subset is used to calculate the performance of the prototype 

using the Cross-validation technique. The performance of any 

algorithm can be described using accuracy with which positive 

and negative instances can be predicted properly by an 

algorithm.  

5. Experimental Validation 
5.1. Characteristics of US Zip Code Database  
            Table 1. Properties of signature verification database 

Dataset Instance Attribute 

 US Zip code 4253 16 

5.2. Comparative Analysis of the Homogeneous and 

Heterogeneous Ensembles 

Suggested group precisions are evaluated to investigate 

the accomplishment of the heterogeneous and homogeneous 

prototypes. 

In this work, novel combined categorization prototypes 

are presented for homogeneous groups involving bagging, and 

the performance contrasts are established utilizing a standard 

database of handwritten recognition with respect to precision. 

Here, the suggested groups incorporate aspects of subsequent 

single categorizers. 

Likewise, a novel hybrid RBF-SVM group prototype is 

constructed with arcing, and the precision is calculated. Both 

prototypes are associated with base categorizers in regard to 

precision for the US zip code database, as provided in Table 

2. 

In accordance with Figure 1, a huge enhancement of 

precision is detected for suggested fusion techniques than 

single base categorizers, and heterogeneous collections 

display greater accomplishment related to homogeneous 

methods. 

Table 2. Comparative analysis of the Homogeneous and Heterogeneous 

Group Classifications for HDR 

Database Classifier 
Classification 

Accuracy% 

U.S Zip 

Code 

RBF 86.46 

BRBF 97.74 

SVM 93.98 

BSVM 95.45 

Hybrid RBF-

SVM 
99.13 
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Fig. 1 Precision for Homogeneous as well as heterogeneous ensemble classifications in the US zip code database 

5.3. Comparison Analysis with Previous Research 

It is observed in Table 3 that greater accuracy is 

performed with heterogeneous and homogeneous prototypes 

related to previous studies on the HDR. Moreover, the 

suggested categorizer proves to demonstrate demographically 

crucial accomplishment than modern methods. The 

homogeneous prototypes have been identified to accomplish 

outstanding improvement of categorization precision when 

related to associating discrete categorizers at the cost of large 

training time. This is because the homogeneous prototypes 

combine the complementary features of the base classifiers. In 

contrast, the use of simpler base learners will probably not 

give immediate practical performance results but could lead to 

further useful theoretic insights. The heterogeneous prototype 

displays a greater precision fraction when related to discrete 

categorizers. The combination of weak and strong base 

learners for ensembles has the advantage of using the logic of 

both sides and delivering the best solution to present a data-

intensive calculating process. 

Table 3. Experimentation Outcomes of Homogeneous and Heterogeneous Group Classification for US Zip Code Database 

Methods Precision Claimed 

RBF 86.46% 

SVM 93.98% 

Homogeneous Group Classifications 

Suggested Bagged RBF 97.74% 

Guido Bologna et al., 2017 [7] 

Soumya Ukil et al. 2018 [16] 

Amjad Ali Al-Jourishi et al. 2020 [1] 

Mir Moynuddin Ahmed Shibly et al., 2021[10] 

Waleed Albattah et al., 2022 [18] 

94.56% 

94.73% 

97.60% 

93.55% 

97.10% 

Suggested Bagged SVM 95.45% 

Yildiz Aydin et al. 2017 [20] 

RandaElanwar et al. 2018 [12] 

K V Greeshma et al., 2020 [6] 

Yasir Babiker Hamdan et al., 2021 [19] 

Waleed Albattah et al., 2022 [18] 

91.00% 

95.18% 

91.59% 

88.00% 

93.90%  
Heterogeneous Group Classifications 

Suggested Hybrid RBF-SVM 99.13% 

Guido Bologna et al., 2017 [7] 

RandaElanwar et al. 2018 [12] 

Amjad Ali Al-Jourishi et al. 2020 [1] 

Mir Moynuddin Ahmed Shibly et al., 2021 [10] 

Shajun Nisha et al., 2022 [14] 

98.39% 

97.30% 

97.51% 

98.68% 

98.66% 

80.00%

82.00%

84.00%

86.00%

88.00%

90.00%

92.00%

94.00%

96.00%

98.00%

100.00%

Classification Methods
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6. Conclusion 
In this research, a new method of associating the 

categorization prototypes concerning homogeneous groups 

with bagging is employed by implementing US zip code 

information. The categorizer accomplishment is described 

with precision. Also, the suggested groups incorporate aspects 

of subsequent single categorizers. Similarly, a new fusion 

heterogeneous RBF-SVM group prototype is built, and the 

precision is calculated. 

The below comments are exposed from the outcomes. 

❖ Amongst the standalone categories employed, SVM 

describes crucially greater accomplishment 

insignificant features of precision. 

❖ The bagged prototypes have been identified to 

accomplish outstanding improvement of 

categorization precision when related to associating 

discrete categorizers.  

❖ RBF-SVM prototype displays greater precision 

fraction when related to discrete categorizers. 

❖ The fusion prototypes demonstrate crucially huge 

precision outcomes than collective prototypes on the 

US zip code database. 

❖ The demographic importance is also found to be huge 

for the suggested categorizers rather than base 

categorizers. 

❖ Outcomes also specify the heterogeneous and 

homogeneous prototypes exceeding prior work on 

the HDR database. 

❖ The constraint for the group is difficult to study, and 

any wrongful selection can pave the way to less 

forecasting precision than a discrete prototype. 

❖ Developing and employing greatly literal 

categorizers precisely for the US zip code database 

will be the upcoming study. 

 

Acknowledgments 
The author recognizes Annamalai University authorities 

for their esteemed assistance in completing this study.

 

References 
[1] Amjad Ali Al-Jourishi, and Mahmoud Omari, “Handwritten Arabic Characters Recognition Using a Hybrid Two-Stage Classifier,” 

International Journal of Advanced Computer Science and Applications, vol. 11, no. 6, pp. 143-148, 2020. [CrossRef] [Google Scholar] 

[Publisher Link] 

[2] Ayush Kumar Agrawal et al., “Design of CNN Based Model for Handwritten Digit Recognition Using Different Optimizer Techniques,” 

Turkish Journal of Computer and Mathematics Education, vol. 12, no. 12, pp. 3812-3819, 2021. [CrossRef] [Google Scholar] [Publisher 

Link] 

[3] Leo Breiman, “Bias, Variance, and Arcing Classifiers,” Statistics Department, University of California at Berkeley, Technical Report, 

1996. [Google Scholar] [Publisher Link] 

[4] Leo Breiman, “Bagging Predictors,” Machine Learning, vol. 24, pp. 123-140, 1996. [CrossRef] [Google Scholar] [Publisher Link] 

[5] D.S. Broomnhead, and D. Lowe, “Multi-Variable Functional Interpolation and Adaptive Networks,” Complex Systems, vol. 2, no. 3, pp. 

321-355, 1988. [Google Scholar] [Publisher Link] 

[6] K.V. Greeshma, and J. Viji Gripsy, “Image Classification Using HOG and LBP Feature Descriptors with SVM and CNN,” International 

Journal of Engineering Research & Technology, vol. 8, no. 4, pp. 1-4, 2020.[Google Scholar] [Publisher Link] 

[7] Guido Bologna, and Yoichi Hayashi, “Characterization of Symbolic Rules Embedded in Deep DIMLP Networks: A Challenge to 

Transparency of Deep Learning,” Journal of Artificial Intelligence and Soft Computing Research, vol. 7, no. 4, pp. 265-286, 2017. 

[CrossRef] [Google Scholar] [Publisher Link]  

[8] Mamatarani Das, Mrutyunjaya Panda, and Shreela Dash, “Enhancing the Power of CNN Using Data Augmentation Techniques for Odia 

Handwritten Character Recognition,” Advances in Multimedia, vol. 2022, pp.1-13, 2022. [CrossRef] [Google Scholar] [Publisher Link] 

[9] M. Merline Magrina, and M. Santhi, “Ensemble Classifier System for Offline Ancient Tamil Character Recognition,” SSRG International 

Journal of Electronics and Communication Engineering (SSRG-IJECE), pp. 18-26, 2019. [CrossRef] [Publisher Link] 

[10] Mir Moynuddin Ahmed Shibly et al., “Convolutional Neural Network-Based Ensemble Methods to Recognize Bangla Handwritten 

Character,” PeerJ Computer Science, vol. 7, pp. 1-30, 2021. [CrossRef] [Google Scholar] [Publisher Link] 

[11] John Platt, “Sequential Minimal Optimization: A Fast Algorithm for Training Support Vector Machines,” Microsoft Research, Redmond, 

WA, USA, Technical Report, pp. 1-21, 1998. [Google Scholar] [Publisher Link] 

[12] Randa Elanwar, Wenda Qin, and MargritBetke, “Making Scanned Arabic Documents Machine Accessible Using an Ensemble of SVM 

Classifiers,” International Journal on Document Analysis and Recognition, vol. 21, no. 1, pp. 59-75, 2018. [CrossRef] [Google Scholar] 

[Publisher Link] 

[13] Savita Ahlawat et al., “Improved Handwritten Digit Recognition Using Convolutional Neural Networks (CNN),” Sensors, vol. 20, no. 12, 

pp. 1-18, 2020. [CrossRef] [Google Scholar] [Publisher Link] 

[14] S. Shajun Nisha, S.B.S. Younus, and M. Mohamed Sathik, “Empirical Evaluation of Digit Recognition Using Single Layer and Multilayer 

Network,” A Journal of Composition Theory, vol. 13, no. 2, pp. 114-122, 2022. [Google Scholar] [Publisher Link] 

[15] S.M. Shamim et al., “Handwritten Digit Recognition Using Machine Learning Algorithms,” Indonesian Journal of Science and 

Technology, vol. 3, no. 1, pp. 1-8, 2018. [CrossRef] [Google Scholar] [Publisher Link]  

https://dx.doi.org/10.14569/IJACSA.2020.0110619
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Handwritten+Arabic+Characters+Recognition+using+a+Hybrid+Two-Stage+Classifier&btnG=
https://thesai.org/Publications/ViewPaper?Volume=11&Issue=6&Code=IJACSA&SerialNo=19
https://doi.org/10.17762/turcomat.v12i12.8161
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Design+Of+Cnn+Based+Model+For+Handwritten+Digit+Recognition+Using+Different+Optimizer+Techniques&btnG=
https://www.turcomat.org/index.php/turkbilmat/article/view/8161
https://www.turcomat.org/index.php/turkbilmat/article/view/8161
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Bias%2C+Variance%2C+and+Arcing+Classifiers&btnG=
https://www.bibsonomy.org/bibtex/265f179a69a81cebd376b94f71f35b31d/brefeld
https://doi.org/10.1007/BF00058655
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=L.+Breiman%2C+Bagging+predictors&btnG=
https://link.springer.com/article/10.1007/BF00058655
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Multivariable+Functional+Interpolation+and+Adaptive+Networks&btnG=
https://www.complex-systems.com/abstracts/v02_i03_a05/
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Image+Classification+using+HOG+and+LBP+Feature+Descriptors+with+SVM+and+CNN&btnG=
https://www.ijert.org/image-classification-using-hog-and-lbp-feature-descriptors-with-svm-and-cnn
https://doi.org/10.1515/jaiscr-2017-0019
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=characterization+of+symbolic+rules+embedded+in+deep+DIMLP+networks%3A+a+challenge+to+transparency+of+deep+learning&btnG=
https://sciendo.com/article/10.1515/jaiscr-2017-0019
https://doi.org/10.1155/2022/6180701
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Enhancing+the+Power+of+CNN+Using+Data+Augmentation+Techniques+for+Odia+Handwritten+Character+Recognition&btnG=
https://www.hindawi.com/journals/am/2022/6180701/
https://doi.org/10.14445/23488549/IJECE-ICCREST-JRCE-P1118
https://www.internationaljournalssrg.org/special_issues/specialissues_paperlist/3-Part1-15
https://doi.org/10.7717/peerj-cs.565
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Convolutional+neural+network-based+ensemble+methods+to+recognize+Bangla+handwritten+character&btnG=
https://peerj.com/articles/cs-565/
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Sequential+Minimal+Optimization%3A+A+Fast+Algorithm+for+Training+Support+Vector+Machines&btnG=
https://www.microsoft.com/en-us/research/publication/sequential-minimal-optimization-a-fast-algorithm-for-training-support-vector-machines/
https://doi.org/10.1007/s10032-018-0298-x
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Making+scanned+Arabic+documents+machine+accessible+using+an+ensemble+of+SVM+classifiers&btnG=
https://link.springer.com/article/10.1007/s10032-018-0298-x
https://doi.org/10.3390/s20123344
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Improved+Handwritten+Digit+Recognition+Using+Convolutional+Neural+Networks+%28CNN%29&btnG=
https://www.mdpi.com/1424-8220/20/12/3344
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Empirical+Evaluation+of+Digit+Recognition+using+Single+layer+and+Multilayer+Network&btnG=
https://jctjournal.com/volume-xiii-issue-4-2020
http://dx.doi.org/10.17509/ijost.v3i1.10795
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Handwritten+Digit+Recognition+using+Machine+Learning+Algorithms&btnG=
https://ejournal.kjpupi.id/index.php/ijost/article/view/150


M. Govindarajan / IJETT, 72(5), 99-104, 2024 

 

104 

[16] Soumya Ukil et al., “Deep Learning for Word-Level Handwritten Indic Script Identification,” Arxiv, pp. 1-11, 2018. [CrossRef] [Google 

Scholar] [Publisher Link] 

[17] Syed Sohail Ahmed et al., “A Novel Technique for Handwritten Digit Recognition Using Deep Learning,” Journal of Sensors, vol. 2023, 

pp. 1-15, 2023. [CrossRef] [Google Scholar] [Publisher Link] 

[18] Waleed Albattah, and Saleh Albahli, “Intelligent Arabic Handwriting Recognition Using Different Standalone and Hybrid CNN 

Architectures,” Applied Sciences, vol. 12, no. 19, pp. 1-23, 2022. [CrossRef] [Google Scholar] [Publisher Link] 

[19] Yasir Babiker Hamdan, and Sathish, “Construction of Statistical SVM Based Recognition Model for Handwritten Character Recognition,” 

Journal of Information Technology and Digital World, vol. 3, no. 2, pp. 92-107, 2021. [CrossRef] [Google Scholar] [Publisher Link] 

[20] Yildiz Aydin, Durmus Ozdemir, and Gulsah TumukluOzyer, “Traffic Sign Recognition System for Imbalanced Dataset,” Journal of 

Computers, vol. 12, no. 6, pp. 543-549, 2017. [CrossRef] [Google Scholar] [Publisher Link] 

 

 

 

 

https://doi.org/10.48550/arXiv.1801.01627
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Deep+learning+for+word-level+handwritten+Indic+script+identification&btnG=
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Deep+learning+for+word-level+handwritten+Indic+script+identification&btnG=
https://arxiv.org/abs/1801.01627
https://doi.org/10.1155/2023/2753941
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=A+Novel+Technique+for+Handwritten+Digit+Recognition+Using+Deep+Learning&btnG=
https://www.hindawi.com/journals/js/2023/2753941/
https://doi.org/10.3390/app121910155
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Intelligent+Arabic+Handwriting+Recognition+Using+Different+Standalone+and+Hybrid+CNN+Architectures&btnG=
https://www.mdpi.com/2076-3417/12/19/10155
https://doi.org/10.36548/jitdw.2021.2.003
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Construction+of+Statistical+SVM+based+Recognition+Model+for+Handwritten+Character+Recognition&btnG=
https://irojournals.com/itdw/article/view/3/2/3
https://doi.org/10.17706/jcp.12.6.543-549
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Traffic+Sign+Recognition+System+for+Imbalanced+Dataset&btnG=
http://www.jcomputers.us/index.php?m=content&c=index&a=show&catid=188&id=2740

