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Abstract - This research paper explores the application of the Enhanced Particle Swarm Optimization (PSO) algorithm, called 

the Random Adaptive Backtracking Particle Swarm Optimization (RAB-PSO) algorithm, to optimize Artificial Neural Networks 

(ANNs) for forecasting the Philippine Stock Exchange Index (PSEi). The study utilizes a dataset spanning from May 11, 2018, 

to May 10, 2023, sourced from Yahoo Finance and standardized for analysis. The hyperparameter of an ANN model is fine-

tuned using the RAB-PSO algorithm to enhance forecasting accuracy. Evaluation metrics such as Root Mean Square Error 

(RMSE) and R² are employed to assess the performance of the optimized ANN model. The results indicate that the ANN model 

optimized with RAB-PSO has minimal error rates, significantly outperforming the standard PSO algorithm. Generally, this 

research contributes to the field of PSEi forecasting and emphasizes the significance of optimizing hyperparameters through 

enhanced PSO for ANNs in financial prediction tasks. 

Keywords - Artificial Neural Network, Forecasting, Machine learning, Metaheuristic optimization algorithms, Particle swarm 

optimization, Hyperparameter optimization.  

1. Introduction 
The important aspect of investment decision-making is 

forecasting stock market values, but it is a complex and 

challenging task because of the numerous influencing factors 

and the inherent uncertainty in financial markets (Parker, 

2014). These factors include investor sentiment, geopolitical 

events, company performance, economic indicators, and 

more, which can interact in unpredictable ways, making 

accurate forecasting challenging (Santi, 2023). Accurate 

forecasting is important for investors as it can help optimize 

investment portfolios and potentially maximize returns. 

Throughout the years, analysts have identified that price 

patterns can predict future market movements, including 

trends, reversals, and chart patterns. They can also forecast the 

magnitude of price changes and analyze regular price cycles 

to anticipate future movements. Technical analysis has 

recently grown in popularity as an investment decision-

making tool due to its simplicity and profitability. However, 

very few people understand why forecasting techniques are 

effective (Zielonka, 2004). 

Machine Learning (ML) is a branch of Artificial 

Intelligence (AI) that concentrates on developing algorithms 

and statistical models capable of learning from data to make 

predictions or decisions without needing to be explicitly 

programmed for each specific task (Huang et al., 2012). ML 

techniques are applied across various domains, including 

disease detection (Lagunzad et al., 2022), document 

categorization (Abalorio et al., 2022), (Biol et al., 2023), 

image classification (Villaruz et al., 2022), (Gumiran et al., 

2022) and time series forecasting (Joy et al., 2022). Artificial 

Neural Networks (ANNs) are excellent in solving difficult 

problems since they can learn patterns from data among the 

ML models. ANNs have shown outstanding accuracy in tasks 

like stock price forecasting (Villaruz et al., 2023), where they 

can learn from historical stock data to predict future price 

movements, leveraging their ability to capture nonlinear 

relationships and adjust to changing market conditions (Rouf 

et al., 2021).  

The effectiveness of ANN in addressing particular 

problems is determined by the structure and the values of the 

hyperparameters (Göçken et al., 2016). Unfortunately, there is 

no standardized method for determining the ideal 

hyperparameters, so even experienced practitioners must rely 

on trial and error. Several researchers opt for default 

parameters, which may not be ideal for the datasets (Lujan-
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Moreno et al., 2018).  To solve this, researchers use 

optimization techniques. 

 

Modern optimization methods for tuning model 

parameters (hyperparameters) now utilize metaheuristic 

algorithms. These algorithms make use of randomness to 

search efficiently through the space of possible solutions, 

aiming to find near-optimal hyperparameter values for 

building effective models with datasets. Unlike some 

optimization techniques, The Particle Swarm Optimization 

algorithm (PSO) (Kennedy & Eberhart, 1995) gained 

considerable interest in the literature of heuristic and swarm-

based intelligent optimization techniques and performs well in 

various application domains due to its simplicity, low number 

of parameters, its ability to generate effective results, and ease 

of application, (Gbadega & Sun, 2022). Despite its strengths, 

PSO is susceptible to premature convergence, which can 

compromise both forecasting accuracy and reliability. To 

address this problem, a better version of the standard PSO was 

introduced, the RAB-PSO algorithm (Barrios & Gerardo, 

2023). RAB-PSO aimed at reducing iteration counts for 

achieving global optima and enhancing convergence quality. 

 

This research focuses on forecasting stock prices in 

emerging countries like the Philippines in terms of the 

Philippine Stock Exchange Composite Index (PSEi). The 

novelty of this study is that it explores a technique called 

hyperparameter tuning to make better forecasting about the 

PSEi. The study has three primary contributions: (1) by 

implementing the improved PSO called the RAB-PSO 

algorithm to improve the accuracy of predicting the PSEi; (2) 

by adding more literature to the limited research available on 

forecasting the PSEi; and (3) by showing why optimizing 

artificial neural networks' parameters through metaheuristic 

techniques is important. 

 

2. Background and Related Works 
2.1. Forecasting the Philippine Stock Exchange Index 

The PSEi tracks the performance of the 30 largest 

publicly traded companies in the Philippines and is used to 

monitor the stock market. Financial experts and traders rely on 

composite indexes to forecast market trends and assess the 

performance of their investments. The composite index is a 

summary of different stocks, bonds, or indicators, giving an 

overview assessment of the market’s overall performance. 

Despite the advancements in understanding financial stability 

(Dakila, 2020) and the involvement of market participants 

(Dumlao-Abadilla, 2021), there has been no sufficient 

research done on PSEi forecasting. 
 

Prior research on PSEi forecasting has used a variety of 

strategies, including the ARIMA model (Gayo et al., 2015), 

social media analysis (Caliñgo et al., 2016), and machine 

learning techniques such as the Long Short-Term Memory 

(LSTM) network (Chua et al., 2021). Furthermore, factors 

influencing PSEi price movement have been investigated. 

However, more research needs to be done to make PSEi 

(Philippine Stock Exchange Index) forecasting models more 

accurate and dependable. Specifically, the importance of 

exploring hyperparameter tuning, which is a technique used to 

optimize the performance of these models. 

2.2. Metaheuristic Optimization Algorithms 

Metaheuristic optimization algorithms are often used to 

make machine learning models work better. Metaheuristics 

are applied to ANNs to enhance their performance and 

optimize their hyperparameters. These algorithms, such as 

Firefly Algorithm (FA), Ant Colony Optimization (ACO), 

Bayesian Optimization, Genetic Algorithms (GA), and 

Particle Swarm Optimization (PSO), are applied for 

hyperparameter optimization, weight initialization, feature 

selection, and architecture search. They efficiently explore the 

vast search space of hyperparameters, enabling ANNs to 

achieve optimal configurations for improved performance. 

Additionally, metaheuristics assist in training optimization by 

fine-tuning weights and biases, as well as in ensemble learning 

by selecting and combining multiple models. Furthermore, 

they facilitate transfer learning and fine-tuning of pre-trained 

models, allowing ANNs to adapt quickly to new tasks and 

datasets. The application of metaheuristic optimization 

algorithms to ANNs empowers them to be more adaptable, 

accurate, and effective across various domains and tasks. 

2.3. Artificial Neural Networks 

The concept of ANNs originated in 1943 with McCulloch 

and Pitts (McCulloch & Pitts, 1943), gaining popularity in 

1986 when Rumelhart et al. introduced the backpropagation 

algorithm (Rumelhart et al., 1986). ANNs, a prominent 

technique in Artificial Intelligence (AI), emulate human brain 

functions with computational nodes and transfer functions. 

They consist of input, hidden, and output layers, each 

composed of interconnected neurons. These neurons process 

data through transfer functions, forming a layered structure 

where outputs from one layer serve as inputs to the next 

(Medina et al., 2003). The input data, along with bias terms, 

are multiplied by initial weights, transformed through 

functions, and propagated through the layers to produce the 

final output (Dixit & Londhe, 2016).  ANN has been 

commonly used in time series forecasting, such as in traffic 

control (Olayode et al., 2021), medical systems (Sadek et al., 

2019), economic data (Ashin & V, 2020), image processing 

(Saquib et al., 2020), classification tasks (Villaruz et al., 2022) 

and stock forecasting (Rouf et al., 2021).  

2.4. Hyperparameter Tuning Techniques for ANN 

Hyperparameter tuning in ANNs often relies on a trial-

and-error method, which not only consumes a lot of 

computational resources but also frequently falls short of 

finding an almost perfect solution (Sarkar et al., 2022). The 

various hyperparameters of ANNs encompass parameters like 

the learning rate, the number of epochs, the training batch, and 

the number of neurons in the hidden layer. However, 
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identifying the best values for each of these hyperparameters 

remains an engaging and difficult research domain (Bischl et 

al., 2023).  

 

Choosing the right number of neurons in an ANN's 

hidden layer is crucial (Adil et al., 2022). Too few can make 

it miss important details that will underfit the model, while too 

many can make it overly focused on the training data and bad 

at handling new information that might cause overfitting. 

 

An "epoch" in neural network training is a full run-

through of the training data. During each epoch, the model's 

parameters adjust based on observed data. Each epoch is split 

into smaller batches because processing all data at once can be 

impractical. One epoch may lead to "underfitting," so multiple 

epochs for better generalization I needed. When epochs are 

increased, the model fits better until it reaches an optimal 

level. However, going beyond this point may cause 

"overfitting" (Afaq & Rao, 2020). 
 

The "training batch", or the alternative term for batch size, 

specifies how many data samples are processed in each 

training iteration. The dataset is usually split into smaller 

batches, with parameters updated after processing each batch. 

The optimal training batch varies based on dataset size, 

hardware, and the problem at hand. Researchers often 

experiment with different batch sizes to balance 

computational efficiency and model performance because of 

their substantial impact on both prediction accuracy and 

training time (Smith et al., 2017). 
 

The learning rate is a crucial scalar value that dictates the 

size of steps the neural network takes along the loss gradient 

during training (Goodfellow et al., 2016).  Discovering the 

ideal learning rate poses a challenge, as opting for a value that 

is too low will make the model's learning process very slow. 

Conversely, if the value is too high, the learning process will 

fail to reach an optimal solution. Achieving a balance learning 

rate is important for effective training and attaining optimal 

model performance. 
 

3. Materials and Methods  
The experimental simulation configuration employs a 

personal computer equipped with a processor of an Intel i7 and 

boasts a substantial 40.0 GB of RAM. This computer system 

operates on a 64-bit operating system with an operating 

system of Windows 11 Home Edition. The simulation 

framework was created using Python, which incorporates 

dedicated libraries such as Numpy 1.24.2, Keras 2.11.0, and 

Matplotlib 3.7.0. Furthermore, the setup and customization of 

numerous parameters are handled within the Keras 

framework. 
 

3.1. Data Collection 

This study utilized a dataset comprised of daily PSEi’s 

closing price, spanning from May 11, 2018, to May 10, 2023. 

This dataset was meticulously collected from the Yahoo 

Finance website (PSEi INDEX (PSEI.PS) Historical Data - 

Yahoo Finance, 2023) to ensure its credibility and availability. 

To ensure the dataset's integrity and uniformity, any missing 

or null values associated with days lacking trading activity 

were deleted from the dataset. A total of 66% of the dataset is 

allocated to the training set, while the remaining 34% for the 

testing set. Notably, the PSEi dataset manifests a noisy, non-

linear, and dynamic nature.  In preparation for the modeling 

phase, the dataset was subjected to standardization via min-

max normalization, thereby scaling the values within a range 

of 0 to 1. 
 

3.2. The Enhanced Particle Swarm Optimization Algorithm  

The standard Particle Swarm Optimization (PSO) 

algorithm gained considerable interest in the literature of 

heuristic and swarm-based intelligent optimization techniques 

and performs well in various application domains due to its 

simplicity, low number of parameters, ease of application, and 

ability to produce effective results (Gbadega & Sun, 2022). 

PSO operates by leveraging interactions among particles to 

find the best solution within a given search space. Although 

efficient, the standard PSO algorithm tends to exhibit slow 

convergence rates (He et al., 2022) and premature 

convergence issues, particularly when confronted with 

intricate, multi-dimensional, multimodal optimization 

problems (Zhang & Lin, 2022).  These limitations can be 

traced back to the limited number of parameters, which 

represents a significant barrier to enhancing the algorithm 

(Sahin & Akay, 2016). To solve this problem, the RAB-PSO 

algorithm was introduced (Barrios & Gerardo, 2023) as an 

enhanced version of the standard PSO. 
 

In the study of Barrios and Gerardo in 2023, RAB-PSO 

encompasses three interrelated modifications aimed at 

reducing iteration counts for achieving global optima and 

enhancing convergence quality. The first modification relies 

on the dynamics of golf ball motion and incorporates the delta 

parameter to gradually decrease particle velocity. In this 

approach, the initial iteration ensures maximum velocity, 

progressively slowing down in subsequent iterations. This 

strategy aims to improve convergence accuracy while 

reducing the total number of iterations. The second 

modification advocates for the utilization of an inertia weight-

adjustment method based on an S-shaped pattern to achieve 

balance in the search process. This method is applied by 

allowing particle velocities to be high during the early solution 

phases. Subsequently, in the middle phase, the velocity 

diminishes to expedite convergence toward the global 

optimum. Finally, in the later phase, the velocity is stabilized 

at a consistent level to facilitate the final convergence. The 

third modification implements an innovative update approach, 

allowing particles to reverse course if they become trapped in 

their prior locations. Using Eq. 1, particles may backtrack to a 

previously successful position, which is personal best (pBest), 

and takes a randomized step during this backtracking process 

to explore new possibilities. 
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 𝑥𝑖𝑗
𝑡+1 = 𝑝𝐵𝑒𝑠𝑡𝑖,𝑗

𝑡 + 𝑟𝑎𝑛𝑑(𝑥𝑖𝑚𝑎𝑥 − 𝑥𝑖𝑚𝑖𝑛)
𝑇−𝑡

𝑇
      (1) 

The rand represents a random number between -1 and 1, 

adding randomness to the particle's movement direction. The 

T signifies the maximum iteration, t denotes the current 

iteration, and 𝑥𝑖𝑚𝑖𝑛 and 𝑥𝑖𝑚𝑎𝑥  represents the minimum and 

maximum values for the search space dimensions, 

respectively. This strategy enhances the algorithm's ability to 

avoid convergence to local optima and prevents premature 

convergence. 

Algorithm 1 outlines the standard PSO algorithm, with 

the incorporation of the novel RAB technique depicted in 

specific lines marked in red, namely lines 8, 9, 13, 14, 15, 18, 

19, and 20. 

Algorithm 1. RAB-PSO Pseudocode 

1  Initialize Xi, Vi, iteration, maxIteration, pBest, gBest, 

fitness_criterion 

2  t = 1 // iteration counter 

3 T = maxIteration 

4  Initialize random swarm P(t) 

5  Evaluate P(t) 

6  while t <= T do 

7   for each particle i do 

8  Calculate Delta, 𝐷𝑒𝑙𝑡𝑎 =
−𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠

𝑒𝑚𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛
 

9    if Delta < rand then calculate new value of ω 

using: 

                     𝜔 = 𝜔𝑚𝑖𝑛 + (𝜔𝑚𝑎𝑥 − 𝜔𝑚𝑖𝑛)/(1 + 𝑒𝑥𝑝(2 ∗ 𝑎 ∗
𝑡/ 𝑇 − 𝑎))  + 𝜔𝑚𝑖𝑛     

10   Update 𝑝𝐵𝑒𝑠𝑡𝑖,𝑗
𝑡  of each particle i and find 𝑔𝐵𝑒𝑠𝑡 

11   Update the particle’s velocity 𝑣𝑖
𝑡+1 using Eq. 1 

12   Update the particle’s position 𝑥𝑖
𝑡+1 using Eq. 2 

13   if current position 𝒙𝒊
𝒕 == 𝒙𝒊

𝒕−𝟏 (previous position) 

then 

14    Backtrack particle I using:  𝑥𝑖𝑗
𝑡+1 = 𝑝𝐵𝑒𝑠𝑡𝑖,𝑗

𝑡 +

𝑟𝑎𝑛𝑑(𝑥𝑖𝑚𝑎𝑥 − 𝑥𝑖𝑚𝑖𝑛)
𝑇−𝑡

𝑇
 

15   end if 

16   Evaluate 𝑥𝑖
𝑡+1 and include it in P(t+1) 

17  end for 

18   if each particle’s fitness value < fitness_criterion 

then 

19   break 

20  end if 

21 end while 
 

3.3. Optimizing ANN Based on RAB-PSO Algorithm 

This study leverages the effectiveness of the Feed-

Forward Neural Network (FFNN) architecture, a well-

established ANN configuration, for constructing the 

forecasting model. FFNNs are renowned for their ability to 

facilitate the unidirectional flow of information, devoid of 

loops or feedback connections, and have demonstrated 

success across a wide domain of applications (Cuk et al., 

2021).    

The training and testing of the ANN prediction model 

commence with the random initialization of hyperparameters, 

and the model's initial performance is assessed based on these 

settings. The hyperparameter tuning method starts by 

generating a set of candidate solutions equivalent to the 

population size of the algorithm, often referred to as a 

"swarm." In the initialization phase, this initial population is 

randomly dispersed throughout the search space, with each 

individual representing an ANN model characterized by a 

unique combination of hyperparameters. In each iteration, the 

population undergoes updates involving adjustments to the 

velocity and position of each particle. Both pBest and gBest 

influence these updates. Consequently, particles adjust their 

positions in pursuit of convergence to these new positions, 

with each particle's position signifying a potential solution, its 

quality measured by its proximity to the best solution 

identified thus far in the optimization process. 

3.4. Evaluation Metrics 

3.4.1. Evaluation of Hyperparameter Tuning 

The performance of RAB-PSO in the hyperparameters 

tuning of ANN is measured in terms of the accuracy of the 

forecasting model based on RMSE and 𝑅2 comparing the 

specific iteration i of the forecasted price �̂�𝑖  and in the same 

iteration i of the actual price 𝑝𝑖 , where �̅� represents the average 

of the actual prices, and the forecasting period spans N 

iterations. 

𝑅𝑀𝑆𝐸 =  √
1

𝑁
 ∑ ( �̂�𝑖 − 𝑝𝑖)2𝑁

𝑖=1             (2) 

𝑅2 = 1 − 
∑ (𝑝𝑖− 𝑝𝑖)2𝑁

𝑖=1

∑ (𝑝𝑖− �̅�)2𝑁
𝑖=1

             (3) 

The RMSE is a commonly used metric in forecasting 

models, particularly in regression analysis and time series 

forecasting. It serves as a measure of the accuracy of forecasts.  

It assesses how closely the model's predictions align with the 

actual outcomes. A lower RMSE value indicates that the 

forecasting model is better at making accurate predictions, as 

it signifies that the errors between predicted and actual values 

are smaller on average. On the other hand, a lower forecasting 

accuracy is indicated by a higher RMSE, suggesting that the 

model's predictions deviate further from the actual values. 

The R² values usually fall within the range of 0 to 1, 

indicating how much of the variability in the dependent 

variable is accounted for by the independent variables 

included in the model. A higher R² signifies better predictive 

performance, while a lower R² suggests reduced explanatory 

power. Both metrics are essential for assessing forecasting 

model accuracy and explanatory capability. 
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Table 1.  Parameters of the PSO used in the study 

Parameter Name Value 

Population 30 

Maximum Generations 100 

Number of Independent Runs 100 

c1 1 

c2 2 

𝜔𝑚𝑖𝑛  0.20 

𝜔𝑚𝑎𝑥  0.90 

Fitness criterion 10^-5 

A one-sample t-test assesses the statistical significance of 

the improvements made by the RAB-PSO algorithm, with 

significance indicated if the derived p-value from the t-test is 

below the 0.05 threshold. (Tao et al., 2022). 

4. Experimental Findings and Results 
4.1. Convergence Performance 

The convergence performance of the RAB-PSO is 

compared to the standard PSO and is evaluated by comparing 

its average convergence out of the 100 simulation runs in five 

well-established benchmark functions that exhibit unimodal 

and multimodal characteristics.  Table 1 presents the 

parameters used by both algorithms. 

4.2. Performance on Hyperparameter Tuning 

The hyperparameter settings of the ANN model were 

fine-tuned using the RAB-PSO algorithm. Table 2 outlines the 

ranges of hyperparameters that govern the neural network 

used to forecast the PSEi closing price. This study adopts a 

single hidden layer architecture for the ANN—a configuration 

well-established for its efficacy across various practical 

problems (Nguyen & Bui, 2019).  

The Rectified Linear Unit (ReLU) activation function is 

selected within this layer due to its operation within the 

interval of 0 to infinity. Furthermore, the optimization process 

involves employing the Adaptive Moment Estimation (Adam) 

algorithm, distinguished by its stochastic gradient 

approximation approach, wherein gradients are calculated 

based on randomly selected data subsets, as opposed to using 

the entire dataset—a strategy designed to enhance efficiency 

and computational speed. 

The control parameters that will be used for all PSO 

implementations to fine-tune the ANN hyperparameter are 

provided in Table 3. 

Table 2. ANN hyperparameters and the search ranges 

Hyperparameters Search Ranges 

Hidden Layer Size (2, 256) 

Epochs (20, 250) 

Training Steps (1, 10) 

Training Batch [None, 2, 4, 8, 16, 32, 64, 128, 256] 

Learning Rate [0.1, 0.01, 0.001] 

Table 3. PSO control parameters to Fine-Tune the ANN 

hyperparameter 

Parameter Name Value 

Population 10 

Maximum Generations 30 

Number of Independent Runs 10 

c1 2 

c2 2 

𝜔𝑚𝑖𝑛  0.5 

𝜔𝑚𝑎𝑥  1.0 
 
Table 4. Comparative analysis of accuracy results using Standard-PSO 

and RAB-PSO in Fine-Tuning the ANN 

Trial 
Standard-PSO RAB-PSO 

RMSE R2 RMSE R2 

1 79.46402 0.95904 79.51172 0.95900 

2 79.33568 0.95918 79.16331 0.95935 

3 79.78375 0.95871 79.08642 0.95943 

4 79.24349 0.95927 79.39230 0.95912 

5 79.29092 0.95922 79.30783 0.95920 

6 80.03456 0.95845 79.79310 0.95870 

7 80.03877 0.95845 79.60268 0.95890 

8 79.24552 0.95927 79.42765 0.95908 

9 79.85121 0.95864 79.41324 0.95910 

10 79.77638 0.95872 79.32638 0.95919 

Average 79.60643 0.95890 79.40246 0.95911 
 

Table 5. Statistical significance test results for stock price prediction 

Error Metric p-value Interpretation 

RMSE 0.00005 Significant  

R2 0.00005 Significant  
 

The result shows compelling proof of the enhanced 

effectiveness attained by using the ANN fine-tuned with the 

RAB-PSO algorithm compared to the standard PSO 

algorithm. This distinction is noticeable when evaluating the 

metrics RMSE and R2. Optimization with the RAB-PSO 

algorithm consistently yields lower error values for RMSE 

and higher R2 values, which signify a more favourable fit of 

the regression model to the data. Table 4 demonstrates the 

algorithm's effectiveness in enhancing predictive accuracy 

and model quality. 

The visual representation in Figure 1 complements the 

statistical findings presented and emphasizes the superiority 

of fine-tuning the ANN hyperparameters using the RAB-PSO 

algorithm in terms of predictive accuracy and error reduction. 

To validate the dominance of the RAB-PSO algorithm 

over the standard PSO algorithm, the outcomes of the t-test, 

along with their corresponding interpretations, are 

summarized in Table 5. 

Upon comparing the p-values of RMSE and R2 to the 0.05 

significance level, it becomes evident that the discrepancy 
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between the mean ranks is sufficiently substantial to establish 

statistical significance. This implies that there are indeed 

statistically significant improvements in forecasting accuracy 

and error reduction when employing the RAB-PSO algorithm 

in contrast to the standard PSO algorithm. 

Table 6 presents the ideal hyperparameter values for the 

ANN model employed in predicting the PSEi closing price.  

Table 6. PSEi Dataset Used for Fine-Tuned ANN hyperparameters 

Hyperparameter Optimal Hyperparameters 

Values 

Hidden Layer Size 124 

Epochs 191 

Training Steps 9 

Training Batch 64 

Learning Rate 0.001 

 

 
Fig. 1 Convergence plots of the evaluation metrics in PSEi Forecasting 

 
Fig. 2 Actual Vs Forecasted PSEi dataset 

Figure 2 displays the forecasted PSEi closing price using 

the top-performing RAB-PSO algorithm model alongside the 

actual observed values. The graph underscores the alignment 

between forecasted and actual values, serving as compelling 

evidence of the efficacy of the RAB-PSO methodology in 

delivering reasonably accurate predictions of the PSEi. 

5. Conclusion and Future Works 
In conclusion, the RAB-PSO algorithm significantly 

outperformed the standard PSO algorithm in predicting stock 

prices. For future works, it is recommended to explore the 

applicability of the RAB-PSO algorithm in other financial 

forecasting domains like currency exchange rates, commodity 

prices, or cryptocurrency markets. Future research should also 

include a quantitative comparison of the RAB-PSO algorithm 

against other optimization techniques to evaluate both 

computational efficiency and forecasting accuracy. 
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