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Abstract - Nowadays, forgery detection systems have rapidly grown in the digital application to find crime events. However, 

detecting the forgery and identifying the forged tampered portion is more complex because of the noisy data. To overcome this 

issue, the current research article has aimed to develop a novel Lion-based Optimized Radial Basis Neural Model (LORBNM). 

Initially, the CoMoFoD dataset has been trained, the training noise has been removed from the pre-processing layer, and then 

the error-free images are entered into the classification layer. Consequently, the classification parameters were tuned, and the 

present features were extracted. Furthermore, the image types have been specified in terms of Computer-Generated-Image 

(CGI), Natural Image (NI), and Forgery Image (FI). Eventually, the tapered region was predicted and segmented from the 

forgery image, and then the key metrics were calculated and compared with other existing approaches. In that, the presented 

LORBNM has observed the finest segmentation exactness score.  

Keywords - Forgery Detection, Neural Networks, Copy-Move-Forgery-Image, Image Type Classification, Tampered Region 

Prediction.

1. Introduction 
Nowadays, cybercrime is developing rapidly which 

exceeds the effectiveness of protective measures [1]. 

Occasionally, digital media information, such as photographs 

or video, is judged to constitute irrefutable crime evidence or 

hostile activity [2]. By treating digital information as a 

technological clue [3], multimedia analytics technologies 

introduce a fresh approach to assisting in the analysis of 

indications and assisting in the decision-making process 

regarding crime events [4]. Multimedia analytics is 

concerned with the development of technological tools that 

determine if a property has been manipulated or if acquisition 

equipment was used in the absence of any extra information 

contained within the imagery [5]. The detection of tampering, 

in particular, is related to the difficulty of determining the 

validity of digital photographs [6]. While data integrity is 

critical during a trial, it is evident that the introduction of 

digital images has remained in high authentication score [7]. 

The critical point retrieved from the original and copied 

regions has exhibited similar description matrices in the 

context of a copy-move modification [8].  

Besides Deep Learning (DL) and Machine Learning 

(ML), CMF is a method of image counterfeiting that involves 

copying specific areas of an image and replacing them with 

another location within the same idea. It enables the attacker 

to simply tamper with digital photos by using imaging 

equipment [9], similar illumination angles, and other 

properties in the identical image to conceal or accentuate the 

specific items [10].  

Meanwhile, post-processing or geometric techniques are 

typically performed on the tampered areas throughout the 

tampering process to render the forgery authentic and 

undetectable [11]. The high similarity between the modified 

source and modified regions becomes the primary proof of 

CMFD [12]. However, current approaches are time-

consuming, particularly during the feature extraction step. 

The placement of tampered zones does not fulfill practical 

requirements [13] because determining manipulated regions 

is more critical and essential in actual forensics applications 

than detecting forgeries [14].  

Because splicing alters a picture’s natural qualities, 

numerous image splicing prediction techniques have been 

created based on the image’s statistical characters. The 

algorithm for detecting spliced images typically employs an 

approximate classification model and run-length model [15]. 
CMF detection is crucial in legal investigations, where it 

verifies the credibility of digital evidence, and in document 

authentication, where it ensures the validity of official 

records. Additionally, CMF detection aids media integrity 

https://www.internationaljournalssrg.org/
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verification, helping maintain trust in digital content, and 

supports forensic analysis by uncovering evidence of 

tampering in images and videos from crime scenes or 

surveillance footage. Several models, such as pixel-based 

framework [16], critical point and block-based approaches 

[17], etc., have been executed in the past years. Still, there is 

a problem in detecting the tampered and spliced region. So, 

the present work has aimed to develop a novel optimized DL 

strategy to predict and segment the tampered region. 90% of 

criminal prosecutions in the United States now include digital 

evidence, including photos, according to a report by the 

American Bar Association. According to a National 

Association of Criminal Defense Lawyers poll, 68% of 

defense lawyers had dealt with cases involving CMF and 

other instances of tampering with digital evidence. Images 

are becoming more and more important in influencing public 

opinion and decision-making, especially with the rise of 

social media and citizen journalism. 63% of journalists have 

come across modified photos in their reporting, according to 

research by the International Federation of Journalists. CMF 

is a widespread practice used to distort facts and mislead 

audiences. Figure 1 shows the CMF and spliced region 

prediction system. 

The main contribution of this research involves, 

• The CoMoFoD dataset is gathered from the net source 

and trained to the system. 

• Consequently, a novel LORBNM has been designed 

with the appropriate parameters for the tampered and 

spliced region specification. 

• Before the detection process, the present errors were 

eliminated in the pre-processing function. 

• Moreover, the CGI and NI images have become 

differentiated by analyzing the graphical properties. 

• Furthermore, from the original image, the tampered and 

spliced region has been predicted and segmented. 

• Finally, the exactness of the prediction process is 

determined by evaluating the key metrics like precision, 

accuracy, recall, F-measure, and error rate. 

Fig. 1 CMF and spliced region prediction system 

The current research chapter is designed as the second 

section has demonstrated the recent associated literature of 

CMF detection systems. Consequently, the difficulty score in 

the FI specification and prediction framework is described in 

the third section. Moreover, the 4th section has explained the 

solution to the discussed problem. Also, the 5th section 

describes the gained outcome of the proposed scheme. 

Finally, the research discussion has been ended in the 6th 

section.  

2. Related Work 
Recent kinds of literature related to CMF and tampered 

and spliced region detection are described as follows: The 

pixel-based framework has been implemented for the CMF 

application by Anuj Rani et al. [15]. Here, the proposed 

approach can extract the maximum pixel-based features from 

the trained data from that forged image that has been 

predicted, and the location of the spliced image has been 

segmented with a high accuracy rate. Here, the developed 

region was identified using the matching pixel templates. 

However, the pixel-based framework has required more 

resources and time duration to execute the process.  CMFD 

is one of the methods for determining whether the image 

illustration contains a forged region or 

not.  Moreover, Sreenivasu Tinnathiand and Sudhavani [16] 

have proposed a novel CMFD approach based on both key 

point and block-based methods. Hence, to begin with, the 

forged region extraction and the marker extraction models 

have been widely utilized with some ML or DL features. In 

addition, the grey level feature is used to predict the tampered 

region from the forged image. It has required more resources 

for the prediction function.The deep convolution neural 

network has been utilized efficiently in CMFD applications 

to predict the tampered region. In addition, to improve the 

prediction features of the convolutional model, Mohassin 

Ahmad and Farida Khursheed [17] have implemented the 

optimization features in the Convolutional dense layer then 

the prediction and segmentation function has been noted. 

Finally, a comparison assessment has been made to measure 

the improvement rate. The CMF has been made to tamper 

with the image region by replacing other graphical 

illustrations. In many cases, the forged images were the same 

as the original image, so an efficient prediction system has 

been required to predict the forged area. Yang et al. [18] have 

introduced the benefits of the key point strategy in predicting 

the tampered region from the image data. In addition, to filter 

the present noise in the trained data, the grid filter has been 

used. But, in this model, the spliced region is not predicted. 

The double-matching process has been implemented by 

Qiyue Lyu et al. [19] for the CFI detection system. Here, the 

tampered regions were identified by enabling the matching 

process of the original images. Moreover, the matching 

process functioned in the form of a triangle shape. Hence, it 

has provided the finest prediction outcome but takes more 

time when the image contains too much noise. Also, this 

method is highly dependent on human interpretation.  

Different Images 
Prediction Model 

(ML and DL) 

Forged Area Spliced Region 

Original Images 

https://link.springer.com/article/10.1007/s11042-021-10810-6#auth-Anuj-Rani
https://www.sciencedirect.com/science/article/abs/pii/S1047320320301917#!
https://www.sciencedirect.com/science/article/abs/pii/S1047320320301917#!
https://link.springer.com/article/10.1007/s11042-021-11529-0#auth-Mohassin-Ahmad
https://link.springer.com/article/10.1007/s11042-021-11529-0#auth-Mohassin-Ahmad
https://link.springer.com/article/10.1007/s11042-021-11529-0#auth-Farida-Khursheed
https://www.sciencedirect.com/science/article/abs/pii/S1051200421000713#!
https://www.sciencedirect.com/science/article/abs/pii/S1047320321000274#!
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Table 1. Research gap 

Sl.no 
Author name  

and year 

Technique  

name 
Merits Demerits 

Attained 

outcomes 

1 
Anuj Rani et al. 

[15] 
pixel-based framework 

Better pre-processed 

and post-processed 

images 

Difficult to predict 

the small region 

Accuracy:97.5 

Recall:93.75 

2 

Sreenivasu 

Tinnathi and 

Sudhavani  

[16] 

CMFD approach based 

on both key point and 

block-based methods 

Efficiently identifies 

the multiple tampered 

regions of the processed 

images 

Videos are not 

applicable for 

detection 

performance 

Error rate:2% 

Classification 

accuracy:87 

Recognition 

accuracy:91 

3 

Mohassin Ahmad 

and Farida 

Khursheed  

[17] 

Optimized 

Convolution Neural 

network 

Simultaneously detect 

the copy move as well 

as sliced images 

Decrease the 

precision for 

extending the no of 

images 

Accuracy:93.41 

Computation 

time:45s 

4 
Yang et al.  

[18] 
key point strategy 

Attained highest 

Recall score with 

suitable robustness 

Failed to detect the 

higher JPEG 

compression 

Recall:93.72 

F-measure:82 

Processing 

time:126s 

5 
Qiyue Lyu et al. 

[19] 

double matching 

process 

Classification and 

segmentation is well 

done 

It needs more 

training time and 

cannot address the 

localization issues 

F-measure:81.42 

Computation 

time:3s 

6 
Chaitra et al.  

[24] 

Transfer Learning 

based CNN 

Classification dome in 

two levels, such as 

original images and 

forgery images 

Large sets of 

datasets are 

affected by the 

noise 

Exactness:91.9 

Recall:92 

7 
Wang et al.  

[25] 

Key-point-based copy 

move forgery 

identification strategy 

Accurately detect the 

small-size manipulated 

images as well as large-

scale images 

During the 

detection time, the 

information is lost 

Accuracy:92 

Precision:92 

Recall:94 

Computation 

time:2s 

8 
Kaur et al  

[26] 

contrast limited 

adaptive-based 

histogram equalization 

algorithm was 

integrated with CNN 

Attained better 

validation and raining 

accuracy 

Difficult to predict 

the high-resolution 

images 

Error rate:0.02% 

RMSE:78% 

Accuracy:97.23 

Precision:98 
 

Chaitra et al. [24] have developed the Transfer Learning 

based CNN to address the generalization problems. Because 

the existing approaches are effective, widespread forgery 

detection is not supported. Moreover, a pre-trained Google 

Net was employed for predicting multiple forgeries. Also, 

Harris Hawks Optimization is adapted to change the 

weightage function of the CNN model. This model has 

achieved a 93% true negative rate and 93.8% true positive 

rates over the traditional methods. Image editing software is 

developed for some important applications but that also 

caused serious problems. Therefore, Wang et al. [25] have 

introduced a keypoint-based copy-move forgery 

identification strategy to predict the forged parts from the 

local visual features. Moreover, the linear clustering model 

and K multiple means algorithm were combined to perform 

the detection process. The proposed algorithm has 

outperformed the effective and extracted the robust hybrid 

features. In modern life digital images are easily modified 

and offer editable images using various software tools. 

Therefore, the detection and classification of the digital 

images are very important for decreasing the image forgery. 

Here, Kaur et al. [26] have developed the contrast-limited 

adaptive-based histogram equalization algorithm that was 

integrated with the CNN model to provide optimal results. 

Moreover, the experimental work has been done with 

numerous datasets such as IMD, F2000, and GRIP. 

Consequently, the effectiveness of the proposed strategy is 

shown against the different attacks such as noise addition, 

scaling, etc. Moreover, the research gap is enclosed in Table 

1.The efficacy of current CMF detection techniques in 

precisely identifying modified regions inside images is 

frequently hampered by a number of issues. The problems 

such as computational complexity, vulnerability to post-

processing, dependency on feature extraction, hard in 

https://link.springer.com/article/10.1007/s11042-021-10810-6#auth-Anuj-Rani
https://www.sciencedirect.com/science/article/abs/pii/S1047320320301917#!
https://www.sciencedirect.com/science/article/abs/pii/S1047320320301917#!
https://www.sciencedirect.com/science/article/abs/pii/S1047320320301917#!
https://www.sciencedirect.com/science/article/abs/pii/S1047320320301917#!
https://link.springer.com/article/10.1007/s11042-021-11529-0#auth-Mohassin-Ahmad
https://link.springer.com/article/10.1007/s11042-021-11529-0#auth-Farida-Khursheed
https://link.springer.com/article/10.1007/s11042-021-11529-0#auth-Farida-Khursheed
https://www.sciencedirect.com/science/article/abs/pii/S1051200421000713#!
https://www.sciencedirect.com/science/article/abs/pii/S1047320321000274#!
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managing the large-scale dataset, and finally, limited 

recognition accuracy. These drawbacks are intended to be 

addressed by the Lion-based Optimized Radial Basis Neural 

Model, which makes use of an advanced neural network 

model designed especially for forgery detection applications.  

Limitations of the mentioned CMF detection approaches 

include their resource-intensive nature, requiring significant 

computational resources and time. Some methods heavily 

rely on human interpretation, leading to subjective results and 

potential inconsistencies. While some approaches achieve 

high prediction accuracy, others may struggle with accurately 

detecting tampered regions, especially in cases closely 

resembling original images.  

Challenges in handling image noise and generalization 

issues also persist, highlighting the need for further research 

to enhance the model aims to improve robustness against 

different manipulation approaches, decrease computing 

complexity, and increase detection accuracy by utilizing 

techniques like optimized radial basis function networks and 

the Lion optimization algorithm. 

This technology is expected to improve copy-move 

forgery detection state-of-the-art and lead to more 

dependable and effective techniques for maintaining the 

integrity of digital images. The efficacy of CMF forgery 

detection techniques in precisely identifying modified 

regions inside images is frequently hampered by several 

issues. 

3. System Description with Problem Statement 
Detecting the forgery from the imaginary data is difficult 

because the forged image is visualized only as the original 

image. Hence, to identify the forged location, the pixel range 

has been analyzed throughout the entire region of the image 

data. However, that process has needed more resources and 

time to identify the forged areas. Several neural approaches 

were implemented to predict the tampered and spliced region. 

However, those models failed in the prediction process 

because of image complexity and the present noisy contents. 

Usually, the digital fields are well-supported forgery, 

and modifications matter. Hence, detecting the edited portion 

or forgery is a complex task in the digital visualization 

application. To find the forgery region or the modified part 

from the original image, the CMF prediction framework has 

been implemented. In addition, the prediction system for the 

tampering region has been implemented to find the forgery 

region in the original image. The system description of the 

problem is described in Figure 2. So, the present work has 

motivated this research toward the specification of natural, 

forgery, and Computer Generation Images (CGI). In addition, 

the tampered region has been predicted and segmented from 

the forgery image to identify the forgery region. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2 System model with problem 

In complex images, distinguishing between genuine and 

forged regions becomes difficult as forgeries blend 

seamlessly with surrounding content, leading to inaccuracies. 

Image noise, such as variations in pixel values, also 

complicates CMF detection by obscuring features and 

interfering with detection algorithms. Additionally, the 

limited availability of labeled datasets, computational 

complexity, execution time, and susceptibility to adversarial 

attacks further hinder CMF detection. Overcoming these 

challenges requires ongoing research to improve algorithm 

robustness, efficiency, and scalability, ultimately enhancing 

the integrity of digital imagery. 

4. Proposed LORBNM for Tampered Region 

Prediction and Segmentation  
The current research work has implemented a novel 

Lion-based Optimized Radial Basis Neural Model 

(LORBNM) for detecting tampering and splicing regions in 

the CMF images. RBNs are a type of artificial neural network 

that uses radial basis functions as activation functions. They 

are particularly useful for function approximation and pattern 

recognition tasks. RBNs are capable of learning complex 

relationships between input data and output labels. 

Optimization Inspired by Lion Behavior involves mimicking 

the behavior of lion prides in nature to optimize the 

performance of the neural model. Lion prides exhibit 

cooperative hunting strategies and territorial behaviors, 

which can be metaphorically translated into optimization 

algorithms. Lion Optimization further boosts model 

performance by optimizing RBN parameters based on 

cooperative hunting behavior observed in a lion pride.  

AI 

Techniques 

 

Wrong Forgery 

Region 

Prediction 

Image Forgery 

Execution Time Wrong classification of 
forgery Image 

Unclear Image 

with Noisy Data 



Allu Venkateswara Rao & D. Madhavi  / IJETT, 72(7), 224-236, 2024 
 

228 

Fig. 3 Proposed LORBNM architecture

These optimization algorithms are designed to improve 

the training process of the neural network, enhancing its 

ability to detect tampering and splicing regions. Hence, to 

find the tampered region, the forgery image has to be detected 

and then predicted based on the tampering region. Moreover, 

the proposed technique’s efficiency differentiates the CGI 

and natural image. Finally, the chief metrics are calculated 

and compared with other models to find the performance 

improvement rate. The proposed architecture is detailed in 

Figure 3. Detecting the FI and identifying the forgery location 

is essential for crime applications. Hence, after classifying 

the image types, the FI images are considered for forecasting 

the tampered region.  

4.1. Design of LORBNM layers 

The input layer, hidden layer, and output layer make up 

the three layers of an RBNN neural network type. The input 

data, which is usually represented as feature vectors, is 

received by the input layer. The hidden layer uses Radial 

Basis Functions (RBFs), which are situated at particular 

locations in the input space, to calculate the activation of 

neurons. The final output is created by combining the 

activations from the hidden layer in the output layer. The 

RBNN model in the LORBNM architecture is trained using 

Lion Optimization to identify and learn patterns from input 

data efficiently. To optimize the RBNN’s parameters, such as 

the centers and widths of the RBFs in the hidden layer, Lion 

Optimization is incorporated into the training process. By 

using gradient descent or other optimization techniques, the 

optimization process seeks to minimize the error between the 

goal values and the network’s predictions. By utilizing its 

capacity to explore and exploit the search area, Lion 

Optimization effectively improves the training process, 

which may result in higher convergence and improved 

generalization performance. Usually, in the optimization 

process, the difference between the goal values and the 

network’s predictions is represented by an objective function 

that has to be minimized. Lion Optimization simulates a 

lion’s hunting behavior and iteratively updates the RBNN’s 

settings in an attempt to obtain the ideal parameter values that 

minimize the objective function. The designed LORBNM 

layers description is diagrammatically described in Figure 4.  

 
Fig. 4 Illustrations of LORBNM layers 

Image Dataset Preprocessing Feature Extraction 

Classification System NI or CGI 

Forgery Image 
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4.2. Process of LORBNM Methodology 

The proposed novel LORBNM design has five layers: 

input, hidden, prediction or classification, fitness updating, 

and output. Moreover, the proposed LORBNM has been 

developed in the principle of Lion Optimization [23] and the 

Radial Basis (RB) model [22]. Also, each function that was 

performed in the specific layer has been discussed. 

𝑓(𝑆) = 𝑆{1,2,3,4,5, . . . . . . 𝑛}                            (1) 

Here 𝑆are the CoMoFoD datasets and{1,2,3,4,5, . . . . . . 𝑛} 

have denoted the 𝑛number of images. Hence, the 

initialization of the dataset is processed using Equation (1).  

All optimum ranges and functions were fixed in the lion 

fitness module then the optimal fitness function was 

upgraded in the classification phase of the RB neural model. 

During the testing process, the classification parameters were 

tuned until a suitable solution was obtained. By Enhancing 

feature extraction, it capture specific characteristics of 

different forgery types and facilitates detection. Integration 

of domain knowledge and transfer learning techniques 

further improves model generalization. Through iterative 

refinement, the approach ensures robust detection across a 

wide range of image manipulation scenarios. 

4.1.1. Pre-Processing  

In visualization concepts like image or video processing, 

filtering the noise is the key factor to gain the finest detection 

and specification accuracy. Also, noisy content in the trained 

datasets has taken more time for the execution process. 
Although image processing pipelines frequently include 

noise filtering as a pre-processing step, a CMF detection 

system may also include additional image enhancements in 

its pre-processing phase. With these improvements, the input 

photos should be of higher quality and be better suited for 

further analysis and forgery detection. Hence, the error 

filtering has been functioned by Equation (2). 

𝑓𝑒 = ∑ 𝑆 − 𝑇(𝐸(𝑆) = 𝑆∗𝑛
𝑛=1                (2) 

The pre-processing variable is denoted as𝑓𝑒, data counts 

are determined as𝑛 = 1, 𝑇is the noise analyzing and tracking 

variable, and 𝐸is the present noise in the trained data. 

Furthermore, the filtered data is represented as𝑆∗. 

4.1.2. Feature Extraction and Image Type Classification  

To meet the prediction target, extracting the features 

before the classification process is the most required task. 

Hence, the function features extraction is processed using 

Equation (3). Where, 𝑥are the present meaningful features 

like object features, also 𝑦defined the entire features like 

grass, wall, etc. Moreover, the maximum possible 

meaningful features are extracted from the entire image 

feature, and the meaningless features are removed, 𝜆which is 

the monitoring parameter attained from the lion fitness. 

𝐹𝑎 = 𝜆 (
∑ 𝑥(𝑆∗)𝑛

𝑛=1

∑ 𝑦(𝑆∗)𝑛
𝑛=0

− 𝑧) = 𝑚𝑓                      (3) 

Hence, the extracted meaningful features were denoted 

as 𝑚𝑓and𝐹𝑎, the feature extraction function is described in 

Equation (3). The present types of images were classified that 

are CGI, NI, and forgery. From the CoMoFoD dataset, the 

image types have been organized based on labels form that is 

‘0’ and ‘1’. If the test data is under the 0th label category 

during the testing process, then it is specified as CGI. 

Moreover, if the tested image is followed under the 1st label, 

it is classified as a forgery image. Lastly, if the image is not 

under both the 0 and 1st labels, it is specified as a natural 

image.  

4.1.3. Tampered Region Prediction 

After the image classification process, the specified 

forgery images were taken for the following process that is: 

tampered region identification and segmentation. By 

analyzing texture, color, and spatial information, the 

segmentation algorithm precisely separates tampered regions 

from authentic content, achieving fine-grained boundary 

delineation. Additionally, it enhances segmentation accuracy 

by learning complex patterns associated with tampering, 

further refining boundary detection.  

In order to efficiently learn and discern between 

authentic and tampered regions in photos, the Lion 

Optimization Algorithm (LOA) optimizes the parameters of 

the predictive model, such as the Radial Basis Neural 

Network (RBNN). The centers and widths of the Radial Basis 

Functions (RBFs) in the RBNN are two examples of the 

predictive model parameters that LOA optimizes. LOA steers 

the model toward settings that reduce prediction errors and 

maximize the detection of tampered regions by iteratively 

modifying these parameters in response to performance 

feedback received during training. Through optimization, the 

model becomes more sensitive to minute discrepancies 

created by manipulation. 

(𝐶𝑀𝐹)𝑡𝑝 = {
1 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑_𝑝𝑖𝑥𝑒𝑙(𝑚𝑓) < (𝑝𝑖𝑥𝑒𝑙)𝑎𝑟

0 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑_𝑝𝑖𝑥𝑒𝑙(𝑚𝑓) = (𝑝𝑖𝑥𝑒𝑙)𝑎𝑟 

 (4) 

During the testing process, one of the images was taken 

to identify the forgery in that specific image. Hence, the 

forgery prediction is measured by Equation (4), where 

𝑎𝑟represents all-region, 𝑡𝑝is the tampered portion prediction 

variable. In addition, to find the forgery region, the pixel 

range has been analyzed for all-region. If any specific portion 

is mismatched from the other region pixel, the forgery has 

been detected.  

𝑡𝑠 = 𝑚𝑎𝑥 (
𝑝𝑖𝑥𝑒𝑙(𝑚𝑓)<(𝑝𝑖𝑥𝑒𝑙)𝑎𝑟

𝑇𝑜𝑡𝑎𝑙𝑖𝑝
)          (5) 

Here, the image pixel is determined as𝑖𝑝; from the entire 

image pixel range, the pixel range of the forgery image has 

been analyzed and segmented. Moreover, the tampered 

region segmentation function is represented as𝑡𝑠. The best 

solution of the lion algorithm is utilized here to segment the 

predicted tampered region, which is equated in Equation (5). 
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Fig. 5 Proposed LORBNM flow model

Here, convergence is assessed by tracking changes in the 

objective function value, parameter updates, iteration count, 

and convergence rate. Convergence is declared when the 

objective function value stabilizes, parameter updates 

become minimal, the maximum iteration limit is reached, or 

the rate of improvement slows down. These criteria help 

determine when an optimal or sufficiently close-to-optimal 

solution has been found. The working procedure of the 

designed system is illustrated in Figure 5 and Algorithm 1. 

The working process of the developed scheme is 

diagrammatically explained in the way of the flowchart in 

Figure 5. Also, the utilized mathematical equations are 

written in pseudo-code format in Algorithm 1, which is 

employed to design the Python codes. The fitness function is 

essential in directing the optimization process toward the best 

answer when employing Lion Optimization (LO) to identify 

tampered regions in photos. The fitness function assesses 

candidate solutions’ quality, such as possible tampered 

regions, according to certain task-specific criteria. Color 

moments or color histograms can be used to evaluate the 

color consistency within an area. The distribution of colors in 

tampered regions is frequently inconsistent with that of the 

surrounding areas. Significant variations in color features can 

result in regions being penalized by the fitness function. 

While penalizing areas with abrupt or discontinuous edges, 

the fitness function may benefit regions with smooth and 

continuous edges. 

Start 

CoMdFoD 

LORBNM 

Pre-Processing 

Feature Extraction 

Classification 

NI CGI FI 

Forgery Image 

Tampered Region Prediction 

Segmentation 

Performance Validation 

Stop 

//dataset Training 

//Noise Filtering 

From the 

Trained 

Data 

//Design of the Proposed Model 

//Extracting the Present Features 

//Image Types Classification 
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tampered location detection 
//Tampered Region Prediction 

//segmenting the tampered region 

//Robustness vaidation 
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Algorithm 1 LORBNM 

Start 

{ 

 𝑖𝑛𝑡 𝑆 

 // dataset initialization 

 Pre-processing () 

 { 

 𝑖𝑛𝑡 𝑇 , 𝐸; 
 //initializing the pre-processing variable 

 𝑓𝑒 → 𝑆 − 𝑛𝑜𝑖𝑠𝑒 = 𝑆∗ 

 // removing noise from the trained data  

 } 

 Feature extraction() 

 { 

 𝑖𝑛𝑡 𝑥 , 𝑦, 
 //feature extraction variable initialization  

 𝐹𝑎 = 𝑥(𝑆∗) ← 𝑦(𝑆∗) 

 // meaningful features were predicted 

 } 

 Classification() 

 { 

 if(test_data=0) 

 { 

 CGI 

 }else if(test_data=1) 

 { 

 Forgery image 

 }else (NI) 

 
// By executing the if condition, image types were 

classified 

 } 

 Tampered region prediction () 

 { 

 if(test_ image p ≠0) 

 { 

 Tampered region 

 }else (normal) 

 } 

 Segmentation() 

 { 

 𝑠𝑒𝑔𝑚𝑒𝑛𝑡 → 𝑡𝑎𝑚𝑝𝑒𝑟𝑒𝑑_𝑟𝑒𝑔𝑖𝑜𝑛 

 //Segmenting the predicted tampered region 

 } 

} 

Stop 

5. Results and Discussion 
The planned novel LORBNM framework is executed in 

the Python platform and running in the Windows 10 platform. 

The implementation process has been carried out within the 

splitting ratio of 20% testing and 80% training. The available 

dataset is split into two subsets: the training set, which 

contains 80% of the data, and the testing set, which contains 

the remaining 20%. This is indicated by the training-testing 

split ratio of 80%–20%. When training predictive models for 

the identification of picture forgeries, among other machine 

learning and data mining tasks, this split ratio is frequently 

selected. The model may learn from a wider variety of 

instances in a larger training set, which improves its ability to 

identify underlying patterns and relationships in the data. 

When applied to untested data, this may result in enhanced 

generalization performance and model accuracy. The testing 

set acts as a separate sample that the model did not encounter 

during training, making it possible to evaluate the model’s 

predicted ability objectively on untested data. Moreover, the 

CoMoFoD database has included a total of 170 images, 

including 33 CGI, 80 FI, and 57 NI. After designing the novel 

LORBNM, the performance of the prediction and 

segmentation has been analyzed in the testing scenario. 

Forensic investigators can utilize the CMF detection system 

to verify digital photos that are provided as evidence in 

criminal cases, civil lawsuits, or other court cases. Before 

publishing or disseminating photos to the public, journalists, 

news agencies, and media organizations can utilize the CMF 

detection system to confirm the authenticity of the images. 

The CMF detection system can be integrated into social 

media platforms, online marketplaces, and digital content-

sharing websites to stop the spread of false information and 

misleading content. 

5.1. Dataset Description 

CoMoFoD datasets are mainly designed to apply the 

research and development fields for the application of digital 

image forgeries. It can provide standardized images that 

consist of specific ground truth images. Moreover, this is to 

allow the various copy-move image forgery detection 

strategies for training and validation purposes. Consequently, 

the CoMoFoD database includes 260 sets of images, from 

which 60 images are grouped in large categories 

(3000×2000) and 200 images are grouped in small categories 

(512×512). Every image set contains the original image 

(image without transformation), binary mask, forged image, 

and colored image. A common option for assessing 

techniques for identifying image tampering is the Copy-

Move Forgery Detection dataset. This sort of forgery 

involves copying and pasting a portion of an image onto 

another portion of the same picture in order to hide or alter 

information. A range of images with varying content, 

resolutions, and complexity are usually included in the 

dataset. Because of this diversity, the assessed approach is 

guaranteed to be reliable across a large range of image kinds, 

which increases its applicability in real-world circumstances 

where image attributes might vary greatly. 

5.2. Experimental Result 

The accuracy validation has been attained to validate the 

proficiency score of the tampered region forecasting 

accuracy. The training accuracy is to measure the proposed 

algorithm performance in training the datasets. The accuracy 

for validation and training is detailed in Figure 7. 
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Fig. 6 CoMoFoD dataset samples 

Fig. 7 Training and validation accuracy 

 
Fig. 8 Training and validation loss 

The misleading statistics in the training process have 

been measured in terms of training loss. Moreover, to find the 

possible rate in the tampered region, misclassification or 

prediction is calculated as validation loss. The loss validation 

has been detailed in Figure 8.The dataset worn in this present 

work is CoMoFoD; it has included three different classes: 

Forgery Image (FI), CGI, and NI images. So, the image 

classification has been performed before the tampered region 

detection.  

 
Fig. 9 Confusion matrix 

Hence, the image type classification results have been 

obtained in the form of the confusion matrix that is described 

in Figure 9. 

5.3. Case Study 

A few examples were taken to verify the functioning rate 

of the proposed model, and the designed methods have been 

applied to the trained samples. The tampered region predicted 

outcome is described in Table 2. Three samples were taken, 

including a library, trees with light, and a hill area. Primarily, 

the trained images were filtered for noise removal then the 

noise-reduced image data was taken for the image type 

classification and tampered region detection process. Table 2 

shows four original images, which indicate the images used 

for testing. 

5.3.1. Forged Image 

Some strange objects or functions have been performed, 

and that forgery part is taken from the image itself. It is 

described as some portion of the image being copied and 

pasted in other regions. So, it is called a CMF image. 

5.3.2. Tampered Region Detection 

After the forged image’s specification, the forgery’s 

tampered region has been predicted by analyzing the pixel 

range. Finally, the detected tampered portion has been 

segmented, and the parameters were validated. 

5.4. Performance Analysis  

To value the improvement score of the developed 

approach, some existing models have been adopted: that are 

Convolutional Neural Model (CNM) [21], VGGNet [22], and 

Polar-Complex-Exponential (PCE) [20].  

5.4.1. Accuracy 

To measure the exactness range in forecasting and to 

segment the tampered region is termed accuracy. In addition, 

the accuracy score depends upon the image clarity. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑖𝑝+𝑖𝑛

𝑖𝑝+𝑖𝑛+𝑗𝑝+𝑗𝑛
        (6) 
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Table 2. Tampered region prediction results 

 

Here, 𝑖𝑝is the true-positive, true-negative is determined 

as𝑖𝑛 𝑗𝑛has represented false-negative and 𝑗𝑝determines 

false-positive. The accuracy has been valued by Equation (6). 

The proposed LORBNM approach has gained the highest 

exactness score of 99.9%.  

Moreover, the model VGGNet has observed the 

tampered region forecasting exactness score as 95%. The 

CNM scheme has earned the most acceptable detection 

accuracy of 98.39%. The comparison statistics are described 

in Figure 10. Hence, the designed framework has achieved a 

better exactness score in predicting the tampered region 

compared to other existing schemes. 

5.4.2. Precision Assessment 

In addition, to estimate the number of correct 

segmentation and prediction, the metrics precision has been 

validated by analyzing the positive predicted values. 

Moreover, the formula of the precision is detailed in Equation 

(7). 

𝑃𝑟 =
𝑖𝑝

𝑖𝑝+𝑗𝑝
                           (7) 

The VGGNet model has observed the precision as 98% 

for identifying the tampered region. The approach CNM has 

earned the precision score of 98.63%, and the model PCE has 

recorded the precision range as 96.83%. Also, the proposed 

LORBNM has measured the precision measure as 99.4%, 

which is higher than the compared existing schemes. 

5.4.3. Recall Validation 

The recall parameter was calculated to evaluate the 

sensitive range in the case of positive and negative means. 

Hence, the recall has been validated in Equation (8). If the 

method has earned the finest segmentation accuracy, it has 

earned a good recall rate. 

𝑅𝑒 𝑐 =
𝑖𝑝

𝑖𝑝+𝑖𝑛
        (8) 

 
Fig. 10 Accuracy measurement 
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Fig. 11 Precision validation

 
Fig. 12 Recall validation 

In the visualization framework, recall is the crucial 

parameter for finding the correctness score in forecasting the 

tampered portion. The PCE approach has observed the recall 

score as 85.19%, CNM has gained a recall score of 99.6%, 

and VGGNet has yielded a recall value of 89.6%. When 

compared to these existing approaches, the proposed scheme 

has obtained a recall score of 99.99%, which is higher than 

other models. 

5.4.4. F-Measure 

The metrics F-measure has been validated to find the 

mean of the measurement precision and recall score. 

Moreover, the f-measure is formulated in Equation  (9). 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗
𝑝𝑟×𝑟𝑒𝑐

𝑝𝑟+𝑟𝑒𝑐
              (9) 

The attained F-measure for the designed LORBNM is 99.7%; 

it has proved the stability range of the tampered region 

prediction and segmentation exactness score. Moreover, the 

model VGGNet has employed the F-score of 92%, CNM has 

achieved the F-value of 99%, and the approach PCE has 

recorded the F-value as 90.2%.The overall assessment of 

comparison statistics is described in Table 3.  

Table 3. Overall Comparison statistics 

Overall comparison assessment 

Methods F-measure Recall Precision Accuracy 

VGGNet 92 89.6 98 95 

CNM 99 99.6 98.63 98.39 

PCE 90.2 85.19 98.83 - 

Proposed 99.7 99.9 99.4 99.9 
 

 

Table 4. Overall performance of the proposed LORBNM 

Statistics of LORBNM 

Accuracy 99.9% 

F-measure 99.7% 

Recall 99.9% 

Precision 99.4% 

Error rate 0.058% 

Classification time 3.8s 

 
Fig. 13 Comparison of F-score 

5.5. Discussion 

The proposed novel LORBNM has earned the finest 

tampered region identification and segmentation range from 

all the validated parameters. In addition, the method is 

suitable for all digital image applications to find the forgery 

or the manual modification by the third user. In addition, the 

proposed LORBNM has been executed in a short duration 

that is 0.49s; when compared to other existing schemes, it has 

earned a reduced execution time. Moreover, the CNM has 

recorded the processing time as 3.8s, and the PCE has 

observed the execution duration as 168.81s. Also, the miss 

prediction score is measured in the form of an error. Hence, 

the presented framework has obtained the lowest error score 

of 0.058%. The overall performance statistics of the designed 

LORBNM are described in Table 4. Hence, the designed 

framework is suitable for the forgery forecasting system.The 

technique probably makes use of strong detection algorithms 

that may pick up on minute irregularities and discrepancies 

that point to image modification. These algorithms might use 

sophisticated machine learning strategies, including 

ensemble methods or neural networks that have been trained 

on a variety of datasets to handle different kinds of forgeries. 
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Multi-resolution analysis techniques may be employed 

by the method to address forgeries that involve several source 

regions or intricate modifications. These methods enable the 

detection of complex forging patterns by capturing global and 

local information from picture analysis at various scales or 

resolutions. All things considered, the suggested approach 

most likely overcomes the difficulties caused by intricate 

image alterations or forgeries involving numerous source 

locations by utilizing strong detection algorithms and 

sophisticated feature representations. 

However, Lion Optimization is iterative; it may take a 

long time and a lot of computing power to reach the best 

answer, which makes it less useful in situations when 

resources are few or for real-time applications. The settings 

selected for both Lion Optimization and the RBNN may have 

an impact on the LORBNM method’s performance. If the 

forgeries are intricate or nuanced and drastically different 

from the patterns the system was trained on, it might not be 

able to identify them. Moreover proposed LORBNM uses 

RBFs for efficient capture of complex data relationships and 

Lion Optimization to fine-tune model parameters effectively.  

Unlike some existing methods, LORBNM offers 

improved scalability by optimizing computational resources 

and processing time. Additionally, it enhances generalization 

capabilities, mitigates vulnerability to adversarial attacks, 

and reduces dependency on manual parameter tuning. By 

combining RBFs with Lion Optimization, LORBNM 

achieves higher accuracy and efficiency in detecting 

tampering and splicing regions within images, surpassing the 

limitations of traditional CMF detection approaches. 

6. Conclusion 
CMF detection is the hottest topic for many 

cybersecurity applications in the digital industry. Finding the 

forgery in the digital images is a complicated task with simple 

ML models. So, the present research work intended to design 

a novel intelligent tampered region prediction system from 

the CMF image. Hence, the novel scheme is LORBNM, 

developed based on deep features and optimization best 

solution. The dataset that has been considered in this research 

work is CoMoFoD.Moreover, the observed exactness score 

for the designed LORBNM is 99.9% compared to other 

approaches; the proposed solution has maximized the 

exactness range up to 3%. In addition, the observed recall 

score by the designed approach is 99.9%, which has shown 

an improvement rate up to an average of 10%. Hence, the 

outstanding results verified the successive score of the 

designed model. Also, the designed tampered region 

prediction framework is suitable for all CMF image 

applications to identify the forgery region.  
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