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Abstract - The overwhelming number of job applicants received by companies has made resume evaluation a time-consuming 

task for recruiters. Online recruitment platforms have emerged as a solution for automating the matching of job openings with 

suitable resumes. This study analyzes the use of Named Entity Recognition (NER) to automate the evaluation of resumes in the 

hiring process. NER was employed as a resume scorer to extract relevant skills, education, and work experience from resumes. 

By identifying named entities, such as programming languages, education institutions, and job titles, the system efficiently 

assessed candidate qualifications and matched them to job requirements. This study utilized a dataset of 1,014 annotated 

resumes, and the RoBERTa NER model was fine-tuned using spacy transformers. In addition, the NER model for job descriptions 

was trained using a dataset of 200 job descriptions. The results demonstrated improvements in model performance over training 

epochs, with increased precision, recall, and F1 scores. This study highlights the potential of web-based resume scorers in 

automating resume evaluations and suggests directions for future research in this area. 

Keywords - Natural Language Processing, Named Entity Recognition, Resume scorer, RoBERTa.

1. Introduction 
In the hiring process, the initial responsibility of a 

recruiter is to evaluate the resumes of job applicants. When a 

company has a job opening, it often receives an overwhelming 

number of emails from interested candidates on a daily basis. 

For recruiters, sifting through this large volume of applicants 

to identify potential candidates for the job can be a time-

consuming and demanding task [1][2]. The increasing data 

pertaining to online recruitment has made job-resume 

matching increasingly important in the hiring process. 

Candidates' rankings are determined by the information 

provided in their resumes, including their education, work 

history, and skills. This means that their qualifications, past 

jobs, and abilities play a crucial role in determining their 

positions. In today's recruitment procedure, most 

organizations depend on internet-based platforms and services 

to receive resumes from job applicants. These online 

platforms and websites dedicated to resume submissions and 

searches are widely used globally [3][4]. They provide a 

convenient and centralized system for candidates to submit 

their profiles, making it easier for recruiters to access and 

review the applications [5][6][7]. However, existing systems 

often struggle with effectively and accurately parsing and 

ranking resumes due to the unstructured and varied nature of 

resume formats. This research identifies a significant gap in 

the current methodologies: the lack of a robust, automated 

mechanism to extract and evaluate key candidate information 

consistently and accurately. While some platforms employ 

basic keyword matching, this approach is insufficient for a 

nuanced understanding of a candidate’s qualifications and 

suitability for a role. In this study, the researchers used Named 

Entity Recognition (NER). NER is employed as a resume 

scorer to automatically extract relevant skills, education, and 

work experience from the resumes. By identifying named 

entities, such as programming languages, education 

institutions, and job titles, the system can more efficiently 

assess the candidate’s qualifications and match them to the job 

requirements. NER streamlines the evaluation process by 

automating the extraction of critical information, enabling 

recruiters to make informed decisions and saving time in 

reviewing resumes. 

2. Literature Review 
In this section, a literature review is presented related to 

the development of the Resume Scorer system utilizing 

Named Entity Recognition. This involves the thorough 

investigation of research within the field, focusing on the 

current state-of-the-art practices, which will serve as a 

foundation for this project.  

2.1. Natural Language Processing  

Natural Language Processing (NLP) is a vital field within 

computer science that extensively employs machine learning 

and computational linguistics [8][9]. Its primary objective is 
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to facilitate easy and efficient interaction between humans and 

computers. In NLP, machines learn the syntax and semantics 

of human language, process it, and provide output to users 

[10]. NLP is a versatile tool; therefore it is not uncommon to 

find it being used in companies and organizations [11][12]. 

Taking this into consideration, a scoring system was 

developed to boost the efficiency of the selection process of 

employment using natural language processing. NLP has 

many branches, such as Text Classification [13][14], 

Sentiment Analysis [15][16], and Named Entity Recognition. 

Over the last few years, the employment of NLP methods has 

grown significantly thanks to the progress in deep learning 

systems like Transformers, which have completely 

transformed how languages are understood or created. It is 

these very models, for instance, BERT (Bi-directional 

Encoder Representations from Transformers) as well as GPT 

(Generative Pre-trained Transformer), that have introduced 

new standards in areas such as language modeling, question 

answering, and dialogue generation, thereby taking it further. 

The mingling between NLP and other domains, such as 

computer vision and data analytics, still fosters creativity in 

the industry by offering advanced ways of solving intricate 

challenges. This means that there will always be new 

developments within NLP to help improve various activities 

like human-to-computer communication processes, decision-

making, and finding information, among others. 

2.2. Named Entity Recognition 

Data is often quite confusing and unstructured in our 

current era, making NLP a crucial part of data processing. 

Recognizing and labelling named entities from text is known 

as Name Entity Recognition (NER); it is one such process of 

NLP  [17]. NER trivializes information retrieval as a model 

can be trained [18][19][20] for obtaining detailed information 

from textual data [21]. A web-based resume scorer was 

developed using NER due to its efficiency in information 

retrieval.  

The utilization of NER in various fields has been highly 

successful. For instance, in the health sector, NER is 

implemented to isolate and classify user data contained in 

clinic records, hence enhancing effective patient treatment and 

research [22][23]. Equally, for instance, in finance [24], NER 

plays a critical role in the identification as well as tracing of 

entities, including firms, stock prices, and financial indicators 

manifested in news items or reports, hence making it possible 

to make more enlightened decisions. NER’s flexibility 

extends to how it can be integrated with other NLP tasks. For 

example, when NER is added to sentiment analysis [25][26], 

it can help us know how people feel about particular entities 

like products on sale or famous persons through social media 

messages, among other things. One last example would be 

question-answering systems; they need accurate identification 

of entities so that they give correct answers [27][28]. No 

wonder NER is often referred to as a game changer in natural 

language processing. 

3. Materials and Methods 
The following subsections present an overview of the 

essential elements necessary for this study utilizing a variant 

of the BERT model – RoBERTa for analyzing data. These 

elements encompass the data, research design, techniques for 

collecting and pre-processing data, machine learning models, 

metrics for evaluation, and the simulation results for the web 

application employed for model testing. Collectively, these 

components establish an inclusive framework in order to 

conduct meticulous and organized research, leveraging 

models to derive understandings from data and assess the 

performance of the model. Figure 1 illustrates the 

implementation and its research framework, offering a clear 

depiction of the study's adopted methodology. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1 Framework of NER Web-Based resume scoring 
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The elements of the study's framework include: 

3.1. NER Model for Resumes 

The dataset used for the model was created and annotated 

by Roman Shilpakar, and it contained 1,014 resumes obtained 

from various sources on the internet. The categories in the 

dataset were as follows: NAME, EMAIL ADDRESS, 

LOCATION, COLLEGE NAME, DEGREE, YEAR OF 

GRADUATION, UNIVERSITY, SKILLS, WORKED AS, 

COMPANIES WORKED AT, YEARS OF EXPERIENCE, 

DESIGNATION, LANGUAGE, CERTIFICATION, 

AWARDS, LINKEDIN LINK, CONTACT, and Unlabelled.  

Shilpakar then used the dataset to finetune the RoBERTa 

NER model through spacy transformers, a Python library for 

natural language processing tasks. 

3.2. NER Model for Job Descriptions 

The model was trained using a dataset containing 200 job 

descriptions obtained from the internet. It was created and 

annotated by Roman Shilpakar with the following entity 

labels: CERTIFICATION, DEGREE, EXPERIENCE, 

JOBPOST, SKILLS. The dataset was then used to fine-tune 

the RoBERTa NER model. 

3.3. Preprocessing 

This study used preprocessing techniques to improve the 

quality of text input, including converting all text input into 

smaller cases to ensure uniformity in the treatment of words, 

splitting text into words or sub-words, getting rid of such 

punctuation marks that may interfere with named entities but 

are not needed themselves and finally eliminating commonly used 

words during processing. 

3.4. RoBERTa 

Following the creation and annotation of the datasets, the 

training process was facilitated using a configuration file, 

which specified the settings and parameters for the different 

components of the NER model. These components include: 
• Paths – specifies the paths to essential files, including 

training data, development data, pre-trained word vectors, 

and initialization token-to-vector mappings. 
• System – defines system-level settings, including the GPU 

allocator and the random seed for reproducibility. 
• NLP – includes NLP-specific settings, such as the 

language, the pipeline components (Transformer and 

NER), and batch size. 
• Components – defines the components used in the pipeline 

and their corresponding configurations, including the NER 

component and the transformer component. 
• Corpora – specifies the corpora used for training and 

evaluation, including details such as paths to the data and 

additional settings. 
• Training – encompasses the training settings, including 

gradient accumulation, corpora for training and evaluation, 

random seed, optimizer configurations, and scoring 

weights for evaluation. 

The configuration file was utilized in the training process. 

It involved multiple iterations with a batch size of 128 and a 

test size of 0.3. The optimizer used for training was Adam, 

with specific settings such as beta values, L2 weight decay, 

gradient clipping, and a learning rate schedule. An early 

stopping was employed to monitor the model's performance 

on the training dataset. The evaluation frequency was set to 

every 200 iterations, and the scoring weights for evaluation metrics 

were configured accordingly. 

3.5. Evaluation Method 

The following metrics were used to evaluate the 

performance of the NER model:  

Entity Precision – evaluates the percentage of accurately 

predicted entities relative to all entities predicted by the model. 

𝐸𝑛𝑡𝑖𝑡𝑦 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑡𝑖𝑣𝑒
 

(1) 

Entity Recall – evaluates the ratio of correctly predicted 

entities among all actual entities present in the dataset. 

𝐸𝑛𝑡𝑖𝑡𝑦 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑡𝑖𝑣𝑒
 

(2) 

Entity F1 Score – the balanced metric of a model's 

performance, calculated as the harmonic mean of precision 

and recall, merging both aspects into a singular value. 

𝐸𝑛𝑡𝑖𝑡𝑦 𝐹1 = 2 ∗  
𝐸𝑛𝑡𝑖𝑡𝑦 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝐸𝑛𝑡𝑖𝑡𝑦 𝑅𝑒𝑐𝑎𝑙𝑙

𝐸𝑛𝑡𝑖𝑡𝑦 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜 + 𝐸𝑛𝑡𝑖𝑡𝑦 𝑅𝑒𝑐𝑎𝑙𝑙
 

(3) 

Loss NER – also known as cross-entropy loss, measures 

the discrepancy between the predicted named entity labels and 

the true labels. 

𝐶𝑟𝑜𝑠𝑠 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 𝐿𝑜𝑠𝑠 =  − ∑ 𝐿𝑜𝑔(ȳ𝑖)

𝑖 
𝑦𝑖 ≠ 0 

 
(4) 

Where yi represents the true label, and ȳ is the predicted 

label.  

3.6. Scoring Process  

The researchers conducted an interview with a 

representative from the Human Resources department of 

ACLC College of Butuan to determine which sections of a 

resume they give more importance to when selecting a 

candidate for employment. As a result of the interview, the 

researchers found out that the HR department places the most 

importance on the competency of the applicant, secondly, the 

previous work job, and lastly, the character reference. The 

researchers founded a system that rates and balances factors 

following the under-mentioned guidelines: 

• Competence (0.65) – covers the education level of an 

applicant and their abilities.  

• Working experience (0.20) – prior work positions at the 

given place.  

• Referee opinions (0.15) – consultant reports provided by 

potential workers that testify their talents and morality.  

This is a rating system where all these factors are 

converted into numbers. 
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4. Results and Discussion  
4.1. Results 

The following section describes the results from training 

and testing the NER model results and discussion. Table 

1 presents the results from training the Resume NER Model. 

Initially, during the first epoch, the loss value is relatively high 

(1411.23), indicating poor performance. The F1 score is also 

quite low (0.08), suggesting low accuracy in identifying 

entities. The precision (0.04) and recall (0.30) are also 

suboptimal. As training progresses, we see improvements in 

the model's performance. The loss value decreases 

significantly, and the F1 score, precision, and recall increase 

gradually. The model continued to improve until the 20th 

epoch, where the scores remained consistent until the 44th 

epoch, where it had the final F1 score of 85.42, a precision of 

84.25, a recall score of 86.63, and a loss value of 1997.00. 

Table 2 presents the training results of the Job Description 

NER Model. At the beginning (epoch 0), the loss value is 

relatively high (834.01), indicating poor performance. The F1 

score, precision, and recall are all 0, suggesting that the model 

is not identifying any entities correctly. As training 

progresses, we see improvements in the model's performance. 

The loss value decreases, and the F1 score, precision, and 

recall values increase. From the 19th epoch onward, the 

model's performance shows some fluctuations, but the F1 

score, precision, and recall values generally increase 

gradually. Towards the end of training (at epoch 50), the 

model achieved an F1 score of 57.75, a precision score of 

56.72 and a recall of 58.81 values, which also showed some 

improvement.  

Figure 2 illustrates a visual representation of the results 

from training the Resume NER Model, while Figure 3 

illustrates the Job Description NER Model using a line graph. 

At approximately 50,000 at epoch 0, the blue line indicates a 

loss metric that plummets steeply to below 10,000 within 

epoch 20. This rapid decrease indicates effective initial 

learning and parameter adjustment. 

 In addition, the loss declines further, although not as 

much as it did before at about epoch 20, suggesting 

convergence and stabilization. Table 3 displays the text from 

a resume and job description as well as the named entities 

extracted from them. From the left is the text obtained from a 

resume, and next to it are the extracted named entities, which 

are grouped into 7 different categories. Further to the right, the 

text from a job description, as well as the extracted entities, 

can be seen. These entities are grouped into 4 categories.  

4.2. Discussions 

The researchers have developed a web-based resume-

scoring system that utilizes Named Entity Recognition (NER) 

and the RoBERTa language model. This system can evaluate 

resumes by identifying entities such as awards, certifications, 

college names, work experience, skills, and more. 

 Two models were used for this purpose: the resume NER 

model and the Job Description NER model. During the 

training process, both models initially showed low 

performance, with an F1 score, precision, and recall of 0 in the 

first epoch. However, as the training progressed, both models 

gradually improved their performance, resulting in high F1 

scores, precision, and recall values, as seen in Tables 1 and 2. 

Both models show a sharp reduction in loss function, which is 

a good sign of learning. Poor initial performance on the 

metrics of precision, recall and F1-score implies that there 

could have been training difficulties experienced at early 

stages. The improvement over epochs reveals the model’s 

capacity to learn from data and improve its entity recognition 

abilities. 

Figures 2 and 3 visually show remarkable improvements 

for both models that vividly showcase their improved 

performance. Also, Table 3 gives an account of what has been 

obtained from resume content as well as job description 

content and presents named entities identified in 7 groups for 

the resume and 4 groups for the job description. These two 

examples demonstrate not only how effective these techniques 

are but give a more detailed analysis of this fact. 

Table 1. Training results of the resume NER model 

Epoch LOSS NER ENTS F1 ENTS P ENTS R 

0 1411.23 0.08 0.04 0.30 

4 48336.09 0.27 0.82 0.16 

8 23833.26 74.34 74.23 74.45 

12 9191.00 83.48 81.75 85.29 

16 6350.63 85.15 84.06 86.28 

20 5192.89 85.51 84.76 86.28 

24 4481.52 85.07 83.63 86.56 

28 3427.31 84.73 83.54 85.95 

32 2430.41 85.50 83.96 87.11 

36 2733.66 86.14 85.46 86.83 

40 1979.00 85.77 84.94 86.62 

44 1997.08 85.42 84.25 86.63 

Table 2. Training results of the job description NER model 

Epoch LOSS NER ENTS F1 ENTS P ENTS R 

0 834.01 0.00 0.00 0.00 

3 49393.11 23.78 46.08 16.03 

7 13718.34 42.14 58.74 32.85 

11 6560.12 54.42 53.57 55.29 

15 3427.80 54.43 54.69 54.17 

19 2243.77 58.30 58.92 57.69 

23 2100.16 50.80 41.22 66.19 

26 1559.77 57.52 58.67 56.41 

30 955.34 55.88 58.26 53.69 

34 954.91 57.60 57.84 57.37 

38 832.25 57.23 53.48 61.54 

42 852.09 57.56 54.96 60.42 

46 899.00 55.38 51.59 59.78 

50 888.25 57.75 56.72 58.81 
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Fig. 2 Line graphs of the resume NER model 

 
Fig. 3 Line graphs of the job description NER model 

Table 3. Samples of Text and Extracted Entities from Resume and Job Description 

Resume Text Resume Entities Job Description Entities 
Contact www.linkedin.com/in/shreya- bhandari-a0094816b (LinkedIn) 

shreyaabh.pythonanywhere.com/ (Portfolio) Top Skills Writing Python 

(Programming Language) Django Languages Nepali (Native or 

Bilingual) English Hindi Shreya Bhandari Python Developer|AI/ML 

enthusiast| Graphic Designer Kathmandu Experience Danson Solutions 

Business Analyst April 2022 - Present (4 months) Girls in Tech - 

Nepal  7 months Event Team Ambassador  April 2022 - Present (4 

months) Kathmandu, Bāgmatī, Nepal Support Squad 

Ambassador  January 2022 - April 2022 (4 months) Mystery Gift Nepal 

Business Owner February 2022 - Present (6 months) Kathmandu, 

Bāgmatī, Nepal Danson Training Project Lead June 2021 - Present (1 

year 2 months) United States Finnove Technologies 6 months Associate 

Software Engineer November 2021 - November 2021 (1 month) 

Kathmandu, Bāgmatī, Nepal Python Developer June 2021 - November 

2021 (6 months) Kathmandu, Bāgmatī, Nepal Danson Solutions Data 

Science Intern   Page 1 of 2     August 2021 - October 2021 (3 months) 

United States Chimp Vine Graphic Designer March 2021 - July 2021 (5 

months) United States Vertex Report Content Writer June 2020 - June 

2021 (1 year 1 month) Nepal Vedic Himalayan Adve Content Writer 

March 2017 - December 2019 (2 years 10 months) Kantipath, 

Kathmandu Education Nepal College of Information Technology 

Bachelor of Engineering - BE, Software engineering Kathmandu Model 

College High School , Science (Physical Group) Meridian International 

School  SLC    Page 2 of 2 

'COMPANIES WORKED AT': 

['Finnove Technologies 6 

months'], 

 'LANGUAGE': ['Nepali', 

'English', 'Hindi'], 

 'LINKEDIN LINK': 

['www.linkedin.com/in/shreya-', 

'bhandari', '-', 'a0094816b'], 

 'NAME': ['Shreya Bhandari 

Python Developer|AI/'], 

 'SKILLS': ['Python', 'Django'], 

 'WORKED AS': ['Associate 

Software Engineer'], 

 'YEARS OF EXPERIENCE': ['4 

months', 

                         '4 months', 

                         '6 months', 

                         '1 year 2 months', 

                         '1 month', 

                         '6 months', 

                         '3 months', 

                         '5 months', 

                         '1 year 1 month', 

                         '2 years 10 

months'] 

'DEGREE': ['Diploma in 

Computer Science 

(College or University)'], 

 'EXPERIENCE': ['1 

years'], 

 'JOBPOST': ['Python 

Developer'], 

 'SKILLS': ['Django', 

            'Python', 

            'Bootstrap', 

            'HTML', 

            'Jquery', 

            'CSS', 

            'Ajax', 

            'Javascript', 

            'Bootstrap', 

            'GIT', 

            'lab', 

            'Docker', 

            'Kubernetes', 

            'OpenShift', 

            'Vue.js', 

            'Angular', 

            'React', 

            'HTML5', 

            'CSS3', 

            'GIT', 

            'Webpack', 

            'NPM']  
  

5. Conclusion 
Researchers have successfully developed web-based 

systems to address the inconvenience and time-consuming 

nature of evaluating job applicants' resumes. The Resume 

NER Model achieved a final F1 score of 85.42, indicating a 

good balance between precision (84.25) and recall (86.63). 

This demonstrates the model's proficiency in accurately 

identifying entities, such as awards, certifications, college 

names, work experience, and skills within resumes. On the 

other hand, the Job Description NER Model obtained a final 

F1 score of 57.75, a precision score of 56.72 and a recall score 

of 58.81. Although this model exhibited a relatively lower 

performance than the Resume NER Model, it still 

demonstrated the ability to identify entities within job 

descriptions, with potential for improvement. In conclusion, 

the Web-Based Resume Scorer shows promise in automating 

the resume evaluation process by effectively extracting crucial 

information. The results highlight the potential for further 

enhancements and refinements to improve the precision, 

recall, and overall performance in assessing resumes and 

matching them with job descriptions.  
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