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Abstract - E-commerce recommendation systems face challenges with data sparsity, which impacts the accuracy of user 

engagement and product recommendations. This research evaluates the performance of multiple Machine Learning classifiers, 

including Extreme Gradient Boosting (XGBoost), K-Nearest Neighbor (KNN), Random Forest, and Support Vector Machine 

(SVM), with and without the use of the Synthetic Minority Over-sampling Technique (SMOTE). The results indicate that XGBoost 

with SMOTE achieves the highest performance across all evaluation metrics (accuracy, precision, recall, and F1-score), scoring 

0.97 in each metric. Random Forest also performs well, achieving 0.95 for all metrics, while KNN scores moderately at 0.83. 

SVM shows the lowest performance, with an accuracy of 0.59 and an F1-score of 0.51. These findings highlight the robustness 

of XGBoost combined with SMOTE in handling imbalanced data and improving prediction accuracy in e-commerce 

recommendation systems, offering valuable insights for researchers and practitioners in this domain. 
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1. Introduction 
In the rapidly evolving E-Commerce landscape, 

recommendation systems have become crucial in improving 

user experience and driving business growth. As consumers 

are inundated with an ever-growing variety of products and 

services, personalized recommendations have become a 

powerful tool to guide users through the digital marketplace. 

The data obtained will also increase with the increasing 

number of E-Commerce users. However, not all this data can 

be used to guide the purchasing habits of e-commerce users.  

Therefore, a Data Mining process is needed so that the 

data can provide value and meaning effectively and increase 

the intentions of E-Commerce users. Based on predictive 

analysis of E-Commerce user habits, this paper will provide 

recommendations for more effective methods in predicting E-

Commerce user behaviour. Throughout the year, 

recommendation systems attempt to solve a cold start problem 

and data sparsity problem while increasing the accuracy of a 

recommendation. Multiple algorithms were tested and 

evolved to the current recommendation system algorithm that 

is available right now. Commonly used methods to tackle 

these problems are Content-Based Filtering (CBF) and 

Collaborative Filtering (CF).  

However, these methods have their own respective 

downsides, with that in mind, researchers tend to combine 

multiple methods, hence creating hybrid methods which are 

expected to perform better than the traditional methods. 

However, regardless of its downside, the CF approach is still 

the most implemented technique. Many approaches are used 

in different research, which will be discussed in the next 

section. The authors compare how different ensemble 

approaches perform on a given dataset.  

The authors hope that the availability of this research can 

help more researchers develop better recommendation 

systems by using the information related to the comparison 

results of each machine learning prediction method in this 

paper. This research paper contains the evaluation and results 

of several ensemble classifiers with and without the SMOTE 

algorithm. The author applies Extreme Gradient Boosting 

(XGBoost), K-nearest neighbor (KNN), Random Forest, and 

Support Vector Machine (SVM) in this study.  

However, not all classifiers are included; the algorithms 

mentioned are the most widely applied in recommendation 

systems and focus on machine learning algorithms only. The 

subsequent sections of this paper are structured as follows: 

Section 2 delves into related research in this field, followed by 

a presentation of the methodology to be employed in Section 

3. The methodology's implementation outcomes will be 

elucidated in Section 4 and further examined. Finally, Section 

5 will encapsulate the concluding findings from this paper.
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2. Related Works 
In previous research, Anitha and Kalaiarasu proposed an 

Optimized Machine Learning-based Collaborative Filtering 

(OMLCF) algorithm [1]. They implemented SVM for items’ 

classification and filtered out items users disliked, reducing 

the recommended commodities. They concluded that the 

proposed approach of SVM-IACO-CF (Support Vector 

Machine-Improved Ant Colony Optimization based 

Collaborative Filtering) classifier shows a better predictive 

accuracy of 20% than K-RecSys-CF and SVM-CF. Another 

research done to increase the accuracy of a recommendation 

system involves the usage of one of the algorithms discussed, 

the XGBoost algorithm [2]. Research conducted by Yutong 

shows that when XGBoost is used to predict the purchasing 

behaviours of e-commerce platform consumers, it can 

improve the method's performance and obtain a better 

prediction effect than the Random Forest Algorithm. [3]. The 

result here shows that compared to Random Forest (RF), the 

result is 0.00%-0.06% better.  

In research conducted by Widayanti, the authors proposed 

a hybrid Collaborative Filtering-Content-Based Filtering (CF-

CBF) approach to enhance the efficacy of recommendation 

systems where historical user interaction data are collected to 

build the model [4]. The experiment aims to improve 

recommendation accuracy and personalization. The results 

show that the hybrid approach significantly outperformed CF 

and CBF with a relevance accuracy rate of 90% to 80% and 

75%, respectively, and a performance level of 95% to 85% 

and 80%, respectively. In another research study, predictions 

were made using machine learning methods, specifically 

Extreme Gradient Boosting (XGBoost). XGBoost is an 

algorithm dominating the applied Machine Learning fields. It 

is also a scalable, distributed Gradient-Boosted Decision Tree 

(GBDT) Machine Learning Library.  

XGBoost uses more accurate approximations to find the 

best tree model. [2]. In research conducted by Yutong, an 

experiment was carried out to compare XGBoost and Random 

Forest. XGBoost exhibited a higher accuracy level than 

Random Forest, with an improvement of 0.06% [5]. In another 

research by Nuanmeesri and Sriurai, the authors developed a 

second-hand car recommender system model that uses 

SMOTE with the Random Forest to address data imbalance 

[6]. SMOTE oversamples the minority classes, increasing the 

dataset size by 400%. Random Forest was applied to make tree 

decisions for car recommendations based on car specifications 

and consumer profiles.  

The model was evaluated using a 10-fold cross-validation 

and shows an accuracy of 98.84%, precision of 98.89%, recall 

of 98.80%, and an F1 score of 98.80%. These results 

outperform the model, which only uses Random Forest. The 

research that was conducted by Lubis, the integration of KNN 

with SMOTE, was explored and compared with other methods 

such as AdaBoost and XGBoost [7]. The findings revealed 

that the accuracy of KNN without SMOTE was only 64%, 

whereas that of KNN with SMOTE was 77%. Additionally, 

combining SMOTE with XGBoost and KNN produced the 

best model, achieving an accuracy of 88%. These results 

underscore the importance of data balancing techniques prior 

to implementing boosting algorithms. Based on the research 

conducted before and shown above, the authors evaluated 

whether SMOTE could provide even better results if 

implemented on several ensemble classifications (XGBoost, 

KNN, Random Forest, and SVM).  

3. Materials and Methods 
Figure 1 provides an overview of the experiment's 

process, incorporating SMOTE and supervised learning 

models for predicting recommendation items. The initial step 

in the data processing involves extracting the dataset's features 

using the “Pandas” library. Subsequently, feature selection is 

performed due to the inclusion of string features. 

Consequently, fitting and transformation are executed for 

these features. After the fitting and transformation process, the 

following process will be divided into two processes. The first 

process uses SMOTE, and the other data will be directly fed 

to the models. The prediction output will be compared and 

evaluated with the actual labels of the test dataset. 

3.1. Dataset 

The dataset used in this paper is obtained from Kaggle 

[15], where the dataset is the Customer Shopping Trends 

Dataset. This dataset offers valuable insights into consumer 

behavior and purchasing patterns. This dataset consists of 21 

columns with 52954 data inside.  

The columns include no, CustomerID, Gender, Location, 

Tenure_months, and Transaction_ID. Transaction_Date, 

Product_SKU, Product_Description, Product_Category, 

Avg_Price, GST, Offline_Spend, Online_Spend, Month, 

Coupon_Code, Coupon_Status, Quantity, Date, and 

Discount_pct.  

Table 1. Imbalance count in product category 

Column 
Data 

Counted 
Column 

Data 

Counted 

Nest-USA 14013 
Nest-

Canada 
317 

Office 6513 Bottles 270 

Apparel 18126 Gift Cards 160 

Bags 1882 More Bags 46 

Drinkware 3483 Backpacks 89 

Lifestyle 3092 Housewares 125 

Waze 554 Android 47 

Headgear 771 Nest 2205 

Fun 160 Accessories 235 

Notebooks & 

Journals 
750 Notebooks 12 

Google 105   
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Fig. 1 Research workflow 

However, some features are not used because the 

prediction has no relevance. In this research, the “product 

category” is used as the predicted item.As shown in the Table. 

1, there is a data imbalance in the dataset provided; only 12 

data are categorized as Notebooks. Meanwhile, Nest_USA 

and Apparel have data exceeding 14000. Processing this data 

will cause the models not to perform well. The precision and 

accuracy will be low. Since imbalanced datasets might cause 

such problems, resampling methods, such as SMOTE for 

over-sampling, are used for this dataset with the expectation 

that the model will perform better. The dataset will be divided 

into 80% data for the training process, and 20% will be divided 

for the testing process using a random state value of 42. 

3.2. Device Specification 

For conducting this research, the authors use a local 

device with the following specifications: 

• CPU: Intel Core i7-9750 HF @260GHz 

• RAM: 32GB 

3.3. Pre-Processing 

The pre-processing carried out in this study involves 

handling missing values, feature selection, and categorical 

data encoder. Firstly, the authors select columns related to 

consumer data which are CustomerID, Gender, Location, 

Tenure_Month, Product_Category, GST, Offline_Spend, 

Online_Spend, Month, Coupon_Code, and Discount_pct.  

Next, the author’s approach to handling missing values is 

to discard rows containing empty values. This is done due to 

the consideration that the rows with empty values, which are 

400 rows, far outnumbered by the total number of rows in the 

dataset, which is 52,999. Lastly, the next process is to encode 

categorical data after all missing values are handled. The 

columns encoded are Gender, Location, Product_Category, 

Coupon_Code, and Discount_pct. 

3.4. Synthetic Minority Over-sampling Technique 

The Synthetic Minority Over-Sampling Technique 

(SMOTE) Algorithm employs an oversampling approach to 

rebalance the original training set by generating synthetic data 

using a k-nearest neighbor algorithm. SMOTE is initiated by 

randomly selecting data from the minority class and 

implementing k-nearest neighbors. As indicated by prior 

research [8], the technique focuses on the values and 

relationships of the features rather than analyzing the data 

points. Applying SMOTE to the dataset significantly 

augmented the number of synthetic cases, escalating from 324 

to 1737. The results create an increased ratio of outerwear 

classes, achieving a 1:1 balance. 

3.5. Extreme Gradient Boosting 

Extreme Gradient Boosting (XGBoost) is a dominant 

algorithm in applied Machine Learning. Additionally, it serves 

as a scalable, distributed library for Gradient-Boosted 

Decision Trees (GBDT) in Machine Learning. XGBoost 

employs more precise approximations to identify the optimal 

tree model [2]. 

3.6. K-Nearest Neighbor 

The K-Nearest Neighbor (KNN) algorithm, a 

straightforward supervised Machine Learning approach, is 

widely applied to address classification and regression 

problems. The algorithm operates by determining the 

distances between a query and every instance in the data, 

selecting the K instances closest to the query, and 

subsequently casting votes for the label with the highest 

frequency in the context of classification or computing the 

average labels in the case of regression [9]. 

Data Preprocessing 

Smote Models 

Models 
XGBoost KNN Random 

Forest 
SVM 

XGBoost KNN Random 

Forest 
SVM 

Evaluation 
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3.7. Random Forest 

The Random Forest is a supervised machine learning 

algorithm extensively applied in Classification and 

Regression problems. It is regarded as an accessible algorithm 

that often yields excellent results even without 

hyperparameter tuning, as asserted by Niklas Donges, an AI 

expert and founder of AM Software [10]. In the context of 

Random Forest, the concept of Ensemble arises, involving the 

merge of multiple models. Ensemble methods include two 

types: Bagging and Boosting. Random Forest exemplifies 

Bagging, whereas XGBoost serves as an illustration of 

Boosting [11]. 

3.8. Support Vector Machine 

The Support Vector Machine (SVM) is a supervised 

machine learning method commonly used for classification, 

regression, and outlier detection [12]. Several kernels, namely 

the Radial Basis Function (RBF), Linear (LIN), Sigmoid 

(SIG), and Polynomial (POL), are commonly employed in 

SVM to address the given problem. In machine learning, 

"kernel" typically denotes the kernel trick—a method to adapt 

a linear classifier for solving non-linear problems. This 

approach becomes particularly relevant when aiming for a 

linear separation of data in regression tasks [13].This paper 

will use RBF instead of LIN, SIG, and POL since the RBF 

adapts well to non-linear data. RBF itself is the most popular 

kernel among all kernels in SVM. Executing RBF SVM 

involves mapping the input data into a higher-dimensional 

feature space, enabling a hyperplane for class division. [14]. 

3.9. Evaluation Method 

The evaluation will encompass existing models' accuracy, 

precision, recall, and f1-score. It is calculated by measuring 

the ratio of correctly detected and predicted instances for 

accuracy. Precision, determined by the division of projected 

positive labelled data comparisons by the total number of 

correctly labelled data, signifies clearer model results as it 

approaches 1. Recall, analogous to precision, computes the 

ratio between anticipated positively labelled data and the total 

available data, with increased proximity to 1 indicating 

enhanced model clarity. The f1-score, representing the sum of 

precision and recall, assesses the impact of False Positives and 

False Negatives. The formulas for accuracy, precision, recall, 

and f1-score [16] are detailed below: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝛼+ 𝛽

𝛼+ 𝛾+ 𝜔+ 𝛽
 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝛼

𝛼+ 𝛾
 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝛼

𝛼+ 𝜔
   (3) 

𝐹1 −  𝑆𝑐𝑜𝑟𝑒 =
2 𝑋 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑋 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑋 𝑅𝑒𝑐𝑎𝑙𝑙
  (4) 

4. Results and Discussion 
Before discussing further, note that during the 

experimentation of this research, no parameters of the models 

were tuned, and only default or standard values were used. 

This is to make sure that the results obtained are the standard 

or general results. With that in mind, the table below shows 

the accuracy, precision, recall, and f1-score results for the 

earlier methods.  

From Table 2, it is observed that XGBoost combined with 

SMOTE achieved the highest performance across all 

evaluation metrics-accuracy, precision, recall, and F1-score-

reaching a value of 0.97. This approach showed an 

improvement of 0.02 compared to using XGBoost alone. 

Random Forest demonstrated consistent results, maintaining a 

score of 0.95 across all metrics regardless of the SMOTE 

application. KNN showed significant improvement with 

SMOTE, increasing its F1-score from 0.71 to 0.83. In contrast, 

SVM performed the worst among the methods, with an F1-

score of 0.51 and an accuracy of 0.59, highlighting its 

challenges in managing imbalanced datasets. XGBoost and 

Random Forest exhibit minimal performance improvement 

after applying SMOTE, largely due to the inherent 

characteristics of these algorithms. XGBoost, being a gradient 

boosting variant, employs a customizable loss function that 

directly addresses data imbalance, making it naturally robust 

in such scenarios. Similarly, Random Forest mitigates the 

impact of imbalance by constructing multiple decision trees 

and aggregating their predictions through averaging or voting, 

which reduces the effect of outliers and underrepresented 

minority classes. In contrast, algorithms like KNN and SVM, 

which rely on the local data distribution, benefit significantly 

from SMOTE, as it enhances the representation of minority 

classes in the dataset. 

Table 2. Comparison between machine learning methods 

Comparison Accuracy Precision Recall F1-Score 

XGBoost 0.95 0.95 0.95 0.95 

XGBoost + SMOTE 0.97 0.97 0.97 0.97 

Random Forest 0.95 0.95 0.95 0.95 

RandomForest + SMOTE 0.95 0.95 0.95 0.95 

KNN 0.73 0.71 0.73 0.71 

KNN + SMOTE 0.83 0.83 0.83 0.83 

SVM 0.59 0.68 0.59 0.51 

SVM + SMOTE 0.59 0.68 0.59 0.51 
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5. Conclusion 
In conclusion of the research, XGBoost combined with 

SMOTE achieved the highest performance, attaining 

accuracy, precision, recall, and F1-score values of 0.97. This 

marks a modest improvement of 0.02 points compared to 

XGBoost without SMOTE, highlighting the ability of 

SMOTE to enhance predictions.  

Random Forest maintained stable performance, achieving 

a consistent score of 0.95 across all metrics, regardless of 

whether SMOTE was applied, demonstrating its robustness in 

handling data imbalance independently. KNN, however, saw 

a significant boost with SMOTE, as its F1-score increased 

from 0.71 to 0.83, reflecting the effectiveness of SMOTE in 

enhancing the representation of minority classes, which is 

crucial for local distribution-based algorithms like KNN. In 

contrast, SVM performed the worst, with an F1-score of 0.51 

and an accuracy of 0.59, both with and without SMOTE, 

indicating its limited capacity to manage imbalanced datasets, 

even with improved minority class representation. 

5.1. Future Works 

In the future, more ensemble classifiers and algorithms 

could be used compared to the algorithms used in this paper 

and the usage of SMOTE in their implementations. The 

methods examined in this work might be applied to a different 

dataset from fields outside the recommendation system and 

analysed further. The author also recommends implementing 

XGBoost with Content-Based Filtering as an algorithm that 

can increase the relevance of the system's recommendation 

list. In addition, since the current era has started using Deep 

Learning to make predictions. The author recommends using 

Deep Learning to make predictions while still paying attention 

to the model's performance. 
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