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Abstract - Prostate cancer is one of the most common malignant cancers worldwide. Early detection and diagnosis are essential 

for treating this Cancer. This study uses features extracted from the Grey Level Co-occurrence Matrix (GLCM) with the Extreme 

Gradient Boosting (XGBoost) classifier to improve prostate cancer classification using MRI images, with training, validation, 

and testing. 961 public MRI images consisting of 424 cancerous and 537 non-cancerous images were used. GLCM was used at 

four angles (0°, 45°, 90°, and 135°) for several texture features: correlation, energy, and homogeneity. The experimental results 

on the training data achieved an accuracy of 99.8%; on the validation data, the accuracy reached 63.2%; and on the testing 

data, the precision was 71.6% and the recall was 70.37%. The accuracy results show that the GLCM with the XGBoost model is 

very effective at capturing discriminative features and achieving balanced classification performance. The proposed model 

presents a promising foundation for developing automated, data-driven tools in early prostate cancer detection. Future research 

will focus on hyperparameter tuning, data augmentation, and regularisation to further improve model generalisation and clinical 

applicability. 
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1. Introduction  
The prostate is the largest accessory gland in men and is 

part of the male reproductive system. The prostate gland is 

located below the bladder and surrounds the urethra, which 

functions to complete the secretion of semen and keep sperm 

alive [1]. The prostate gland can be affected by Cancer. 

Prostate cancer is a condition in which prostate cells continue 

to grow and cause pain, as well as obstruction when urinating 

for sufferers. One Cancer is common in most older men and 

has the second-highest number of sufferers in the world, 

according to a report from the Cancer Agency, namely IARC, 

where the number of cancers with the fifth-highest score in 

Indonesia can be seen in Figure 1. In 2022, based on this data 

source, the WHO recorded 13,130 cases of Cancer with a 

death rate of 4,860 cases. With the increasing number of older 

adults in Indonesia, there is a growing risk factor for prostate 

cancer, which is often diagnosed at an advanced stage due to 

late detection [2]. Therefore, early detection is necessary so 

that patients can receive appropriate medical treatment 

immediately, increasing the chances of recovery. One of the 

primary methods to detect prostate cancer is through a medical 

examination in the form of an MRI scan, which a radiology 

specialist performs. MRI is commonly used for diagnosis, 

therapy planning, and evaluation of treatment response [3].  

In addition, several previous studies have not compared 

the results of algorithm accuracy on this data. This is 

interesting because it not only uses a new approach but also 

compares the advantages and limitations of each model. So the 

results can be further utilised in technology-based analysis, 

including Machine Learning.  

Classification is used to group datasets into specific 

categories based on patterns learned from training data. In 

MRI image data, Classification can be performed directly or 

first using extracted data to recognise the various objects being 

analysed. Feature extraction aims to identify key features in 

an image, while classification groups objects based on these 

features. Thus, combining these two can help detect prostate 

cancer more accurately and efficiently. 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Fig. 1 Cancer data from the International Agency for Research on 

Cancer (IARC) 

Various studies on classified images using multiple 

algorithms. Research on MRI image classification was 

conducted by [4], who used 7023 brain MRI images from 4 

tumour classes and the Random Forest method to classify 

tumour type, achieving an accuracy of 91%. Another study 

related to prostate cancer [5] used tabular data with 100 

records and applied the Naïve Bayes classification algorithm, 

which achieved 80% accuracy, while KNN achieved 90%. 

Next is the research by [6], which classifies heart disease using 

4238 records and 16 attributes via the boosting algorithm, 

namely XGBoost.  

The accuracy was 84.6% for XGBoost and 91.6% for 

XGBoost by applying Adaptive Synthetic Sampling. Based on 

previous research, this study will develop research related to 

MRI images to classify prostate cancer based on the extraction 

carried out on the scan features with a grey level called GLCM 

and the use of boosting-based Classification, namely Xgboost. 

The research will be conducted using feature extraction from 

MRI images and the XGBoost classification method. So this 

study is expected to provide good accuracy results in the 

Classification of prostate cancer and can help patients to 

immediately get appropriate medical treatment so that prostate 

cancer can be recognised at an early stage. Patients will have 

a higher recovery rate.  The novelty of this study lies in 

integrating GLCM-based feature extraction with the XGBoost 

classifier for prostate MRI image classification, a task that has 

not been extensively analysed in previous work. This 

approach is expected to improve accuracy and computational 

efficiency in early prostate cancer detection. 

2. Related Work 
2.1. Previous Studies 

In support of this research, the researchers conducted a 

literature review on a specific topic. This can increase 

researchers' insight into the features extracted from the grey 

level, namely the GLCM, and the Extreme Gradient Boosting 

(XGBoost) classifier. Several previous studies related to this 

topic have been identified as sources and supporters in the 

implementation of the research compiled in Table 1. 

Table 1. Literature review 

No Title Method Results 

1 

Brain Tumour Classification 

Based on MRI Images Using 

Random Forest Classifier 

with GLCM Feature 

Extraction [4] 

GLCM Feature 

Extraction and Random 

Forest Classification 

Algorithm 

Utilised MRI image data from Kaggle, consisting of 

7,023 MRI images across four classes. This study applied 

GLCM feature extraction. Classification using Random 

Forest with n_estimators=140 achieved an accuracy of 

91%. 

2 

Prostate cancer analysed 

using KNN and Naïve Bayes  

[5] 

KNN and Naïve Bayes 

classification 

Used data from Kaggle containing 100 records with nine 

attributes. 80% for Naïve Bayes, while K-Nearest 

Neighbour with K=1-7 achieved the highest accuracy of 

90% at K=5. 

3 

Cardiovascular Disease 

Classification Using Adaptive 

Synthetic Sampling and 

Extreme Gradient Boosting 

Algorithm [6] 

Extreme Gradient 

Boosting Classification 

Algorithm and Adaptive 

Synthetic Sampling 

Method 

Used Kaggle data with 4,238 records and 16 attributes. 

After applying ADASYN, the dataset increased from 

4,238 to 7,227 records to address class imbalance. 

Classification using Extreme Gradient Boosting achieved 

an accuracy of 84.6%, which improved to 91.6% after 

ADASYN was applied. 

4 

Analysis on sentiment and 

usage boosting through 

XGBoost [7] 

Extreme Gradient 

Boosting Classification 

Algorithm 

Utilised web-crawled data consisting of 2,243 tweets and 

305 comments collected between March and July 2022. 

Classification using Extreme Gradient Boosting achieved 

an accuracy of 91.09% with an 80:20 data split. 

5 

MRI Brain Tumour 

Classification Using Grey 

Level [3] 

GLCM Feature 

Extraction - Naïve 

Bayes, C4.5, Neural 

Network Algorithms 

Utilised MRI image data from Kaggle with 2,870 MRI 

images. This study applied GLCM feature extraction and 

compared multiple classification methods. Naïve Bayes 

achieved an accuracy of 96.8%, C4.5 achieved 41.5%, 

and NN achieved 38,25%. 
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Some previous studies have identified gaps in the 

application of GLCM and XGBoost-extracted features for 

prostate cancer image classification, as these areas have not 

been analysed in depth in prior experiments. This study aims 

to bridge this gap by integrating GLCM feature extraction 

with XGBoost classification to achieve high accuracy in 

classifying MRI prostate cancer images. 

2.2. Theory 

2.2.1.Prostate Cancer 

The prostate is a small gland in the male reproductive 

system. It is located just below the bladder and surrounds the 

urethra. The prostate's role is to produce fluid that becomes 

part of semen and helps in maintaining the viability of sperm 

[1]. Prostate cancer is the disease with the second-highest 

cancer rate in men. Prostate cancer is a condition where cells 

in the prostate gland continue to experience unnatural growth. 

This unnatural growth and development can cause obstacles 

and pain when urinating in patients [8]. The risk factors behind 

the occurrence of prostate cancer include age, family history, 

obesity, diet with low fibre foods and high animal fat, 

smoking, drinking alcoholic beverages, and disease, 

especially in the prostate. Prostate cancer often occurs in older 

men; it is rarely found in men aged 50 years and under. 

However, due to an unhealthy lifestyle, there are also prostate 

cancer patients under the age of 50 [9]. 

2.2.2. Magnetic Resonance Imaging (MRI) 

An MRI scan is a medical imaging technique that 

produces detailed images of internal organs and the human 

body using radio waves and magnetic fields. This scan does 

not use X-rays or radioactive materials [10]. 

2.2.3. Image Grayscale 

Grayscale images are images resulting from the 

conversion of colour images to grayscale. A grayscale image 

is described as a two-dimensional array. The image's grey-

level intensity is represented as a two-dimensional array, with 

corresponding positions. Each pixel in a grey image has a 

colour spectrum ranging from white to black. Generally, this 

colour range is used in the medical world. For example, in the 

CT-Scan or MRI process [11]. 

The grayscale value can be obtained by using (1) to 

convert the RGB image value to the grayscale image model 

[12]. 

I𝐵𝑊(𝑥, 𝑦) = (I𝑅 × 0.2989) + (I𝐺 × 0.5870) + (I𝐵 ×
0.1140) (1) 

2.2.4. Image Segmentation 
The technique of dividing an image into segments or 

regions is called image segmentation. This segmentation is a 

process of analysing and describing image objects by 

separating them from their background. Various applications 

can be used to analyse segmented objects [13]. Thresholding 

is a method of converting grayscale images into binary 

images. In general, pixel images with objects have a value of 

1 and images with backgrounds have a value of 0 [14]. 

Automatically analyse images with backgrounds and objects 

with black and white values [15]. A segmentation technique 

that uses a specific area is called ROI (Region of Interest). 

This ROI is used to reduce the complexity of focusing on 

relevant images in image processing [16]. 

2.2.5. Features Extracted with Grey Level 

Specific patterns are formed from the texture of digital 

images. Pixel interactions are used to visually examine 

patterns by identifying and analysing image characteristics 

using existing feature extraction [17]. The method most often 

used is the Grey Level Co-occurrence Matrix (GLCM). This 

method considers the spatial distance at a given angle, 

representing the relationship between neighbouring pixels in 

digital images, using the co-occurrence matrix [18]. 

Homogeneity, correlation, contrast, and energy are the GLCM 

features used. 

Contrast is: a measure of the differences in pixel 

intensities between pixels and their surroundings across 

images, capturing variations in grayscale intensity using the 

formula (2). 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ (𝑖 − 𝑗)2
𝑖,𝑗 𝑃(𝑖,𝑗) (2) 

Correlation: Correlation represents the degree of linear 

relationship between pairs of pixels in an image with formula 

(3). 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  
∑ (𝑖−𝜇𝑖)(𝑗−𝜇𝑗)𝑃(𝑖,𝑗)𝑖,𝑗

𝜎𝑖𝜎𝑗
 (3) 

Energy: Energy measures uniformity and is related to the 

number of variations in grayscale intensity, as shown in 

formula (4). 

𝐸𝑛𝑒𝑟𝑔𝑦 =  ∑ 𝑃2
𝑑

𝑖,𝑗 (𝑖, 𝑗) (4) 

Homogeneity: Homogeneity evaluates the similarity and 

proximity of intensity variations in an image with formula (5). 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 =  ∑
𝑝𝑑(𝑖,𝑗)

1+|𝑖−𝑗|𝑖,𝑗  (5) 

 2.2.6. Data Normalisation 
Data preprocessing is an essential stage before 

classifying. A critical step toward the end goal is data 

normalisation during preprocessing. Data refers to the 

transformation of data based on specific statistical properties. 

This process is essential because it completes the efficiency 

process at the model training stage, making it faster [19]. Min-

Max normalisation is a data normalisation technique. This 

method applies the original data that has previously been 
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transformed and balances the normalisation process across the 

stages before and after normalisation, using predetermined 

lower and upper limits [20] as in formula (6). 

𝑋𝑛𝑒𝑤 =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
(𝑁𝑒𝑤𝑚𝑎𝑥 − 𝑁𝑒𝑤𝑚𝑖𝑛) (6) 

 2.2.7. Data Imbalanced 

Data imbalance refers to a condition in which datasets are 

not evenly distributed across all classes. Typically, one or 

more classes have much smaller samples than the others. 

Classification performance can be affected by imbalance [21]. 

Random undersampling is a technique that randomly selects 

and removes samples from the majority classes in the training 

data. As a result, the number of large datasets in the class is 

reduced, thereby balancing the dataset and improving model 

performance [22]. 

2.2.8. Extreme Gradient Boosting (XGBoost) Algorithm 

XGBoost is an algorithm for the machine learning part of 

the ensemble that uses a boosting-based decision tree. 

XGBoost improves on traditional gradient boosting by 

integrating decision trees with gradient boosting. This allows 

the algorithm to be highly scalable, efficient, and flexible in 

handling both classification and regression tasks. 

Additionally, XGBoost is recognised for its ability to handle 

large volumes of data and its speed when managing complex 

datasets [6]. In binary Classification, the objective function of 

XGBoost is designed to measure prediction errors and 

iteratively update the model to enhance accuracy. This 

function consists of two key components: the loss function, 

which evaluates prediction errors, and the regularisation term, 

which helps prevent overfitting [23]. 

2.2.9. Confusion Matrix 

A confusion matrix is a two-dimensional table that 

compares actual and predicted values, describing a model's 

performance on test data. According to Kantardzic, this is 

useful for evaluating classification model performance and 

measuring how well the model classifies data [24] in 

classification evaluations. The four parts of matrix confusion 

include TP, which is true positives, meaning that when the 

actual class is positive, the model correctly predicts the 

positive class. TN or Negative True: when the actual class is 

positive, the class prediction results are correctly negative. FP 

or False Positive, which occurs when the actual class predicted 

by the model is incorrectly classified. FN or False Negative 

occurs when a class is actually positive, with a model that 

incorrectly predicts it as negative. Minimising TP and TN will 

result in a well-performing Model with a record of high TP 

and TN values—Matrix Convergence and metric evaluation 

results in model performance metrics such as accuracy, 

precision, and recall. 

Accuracy: The entire model is correctly predicted using 

the formula (7). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
 (7) 

Precision: The prediction results that were assessed 

positively from the evaluation of many positive cases were 

used with the formula (8). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃 )
 (8) 

 Recall: The identification results are correct if the 

proportion of cases that test positive is determined accurately 

using the formula (9). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 (9) 

3. Materials and Methods  
The data collection and preparation process for the study's 

Classification of MRI images of the prostate requires 

precision and significant computational resources, especially 

during image processing and the extraction of key 

characteristics using appropriate methods. Therefore, 

obtaining accurate information depends heavily on effective 

data, feature extraction, and classification methods. The 

design of these models is quite complex, as it requires 

selecting optimal parameters to improve classification 

performance.  

In this study, the Grey Level Co-Occurrence Matrix 

(GLCM) method was used to extract features and identify 

texture characteristics of prostate MRI images. After that, the 

Boosting classification model, namely XGBoost, was 

developed and optimised to improve the accuracy of detecting 

prostate cancer. As shown in the experimental results, the 

applied method produces a reliable model for distinguishing 

MRI images with and without indications of prostate cancer 

(Figure 2).  Each research stage in the chart above plays a vital 

role in ensuring that the data used are relevant to the research 

objectives and that the methods used are appropriate for 

answering the research questions. The further explanation of 

each stage illustrated in the chart above is as follows: 

3.1. Problem Identification 

At the problem identification stage, the researchers 

identified problems that became the focus of research on MRI 

images of prostate cancer, Grey Level Co-Occurrence Matrix 

feature extraction, and the Extreme Gradient Boosting 

classification algorithm. Therefore, the researcher can 

describe the problems to be studied related to the 

Classification of MRI images of prostate cancer and determine 

the objectives and results to be achieved in the study. 

3.2. Literature Review 

After the problem identification stage and the 

determination of the objectives and results to be achieved in 

the research, the next stage is to conduct a literature review. 
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Literature review is a process of reading references in the form 

of books, journals, or other relevant research on the topic of 

discussion, namely the Classification of MRI images of 

prostate cancer using Machine Learning algorithms, the 

extraction of texture characteristics, and other information 

related to and supporting the research. 

 
Fig. 2 Flowchart research 

3.3. Data Collection 

In the data collection stage, researchers collected data 

from open-source datasets on prostate MRI images, including 

Google Open Source and FastMRI [25]. The collected image 

data includes 537 non-prostate Cancer MRI images and 424 

prostate cancer MRI images. The collected images are then 

converted and organised based on the presence of Cancer 

identified in each image. Data conversion involves converting 

the DICOM file format to the JPEG/JPG format. 

3.4. Image Data Preprocessing 

Image preprocessing is done to prepare the MRI image 

data before feature extraction. This image preprocessing stage 

includes the following digital image processing methods: 

a) Image resizing is the process of reducing an image's size 

without cropping the original for consistency. So that the 

image remains in the initial State with the new size. In this 

research, the original image will be resized to 224x224 

pixels. 

b) Image grey scaling is the process of converting an image 

from the RGB colour space to a grey image. At this stage, 

the three colour space channels will be combined to form 

a single colour space with values ranging from 0 to 255, 

where the intensity of each channel is calculated using the 

corresponding red, green, and blue equations. The red 

channel is 0.2989, the green channel is 0.5870, and the 

blue channel is 0.1140. Besides that, this is also prepared 

for the image in the following process. 

c) Image enhancement at the preprocessing stage is achieved 

by reducing noise with a median filter and sharpening 

contrast using the contrast-stretching method. 

3.5. Image Segmentation 

The segmentation method chosen in this research is Otsu 

thresholding, and the segmented mask is obtained using the 

ROI method. Where each stage has the following explanation: 

segmentation performed: 

a) Thresholding with Otsu's Method is an automated image 

segmentation method that determines the optimal 

threshold based on the histogram distribution of pixels in 

a grayscale image by minimising the within-class 

variance of the two groups. So that all pixels in the image 

that have intensities below the threshold will be converted 

to zero (0) or black, while pixels with intensities above 

the threshold will be converted to one (1) or white, 

resulting in a binary image. This binary image is handy 

for further segmentation, such as in detecting specific 

areas, including prostate cancer detection in MRI images. 
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b) Segmented Mask with ROI (Region of Interest) uses the 

FindContours technique to detect the boundaries or edges 

of objects in the binary image that has been obtained 

through the thresholding process, FindContours works by 

looking for significant changes in pixel intensity, 

resulting in contours that can be used to mark areas that 

are considered the main object, after the contour is found, 

a binary mask is created to highlight and extract the ROI 

area. Thus, ROI-based segmentation allows the extraction 

process to focus more on the relevant part of the image 

without interference from the insignificant background. 

Creating a mask to focus on the prostate region with the 

findcontours method.  

3.6. Feature Extraction using Grey Level Co-Occurrence 

Matrix (GLCM) 

At the feature extraction stage, the GLCM method is used 

to extract texture characteristics from preprocessed and 

segmented image data.  

Feature extraction includes contrast, correlation, energy, 

and homogeneity features.  

Then use four angular directions for feature calculations: 

0°, 45°, 90°, and 135°. So that later, the data generated from 

the feature extraction is tabular, consisting of 16 features, as 

shown in Table 2. 

Table 2. Detail feature extraction 

Features 
Orientations 

0° 45° 90° 135° 

Contrast contrast_0 contrart_45 contrast_90 contrast_135 

Correlation correlation_0 correlation_45 correlation_90 correlation_135 

Energy energy_0 energy_45 energy_90 energy_135 

Homogeneity homogeneity_0 energy_45 homogeneity_90 homogeneity_135 

3.7. Tabular Data Preprocessing 

Preprocessing of the extracted data is done to prepare the 

data before training the classification model with XGBoost. 

The preprocessing stages performed are: 

a) Label encoding is a preprocessing method that converts 

labels with categorical data types into numerical values. 

The numerical class label is 0 for a positive label and 1 

for a negative label. 

b) Data normalisation is performed using the min-max 

scaler, ensuring each feature's values are in the range 0 to 

1. The purpose of normalising the data on the GLCM 

feature extraction results is to overcome differences in 

scale between features, so that the model can learn and 

train the data without being disturbed by other specific 

features.   

3.8. Data Segmentation 

After preprocessing tabular data, the next step is to divide 

the data into three subsets: training, validation, and test. Data 

segmentation is performed with 0.8 for training, 0.1 for 

validation, and 0.1 for testing, using the total data. This 

division of the composition aligns with research [26] because 

it shares similarities with the classification algorithm used.  

The training data will be used to train the XGBoost 

algorithm; the validation data will be used to evaluate the 

model's performance; and the test data will be used to assess 

the model's performance. 

3.9. Data Undersampling 

After the data are divided into three subsets, the next step 

is undersampling to address class imbalance. Undersampling 

is applied to the training data to reduce dominance or bias 

from a class with more data during training and to reduce 

overfitting in the model. 

3.10. Model Development using Extreme Gradient Boosting 

(XGBoost) 

The classification model used in this experiment is 

XGBoost, a boosting method.  

This algorithm works by gradually building a decision 

tree, where each new tree attempts to correct the previous 

tree's errors by minimising the loss function. 

Hyperparameters used in the model include: 

• n_estimators = 200 (Number of decision trees) 

• learning_rate = 0.05 (Model learning rate) 

• max_depth = 8 (Maximum depth) 

• subsample = 0.6 (Proportion of data used per 

iteration) 

• colsample_bytree = 0.7 (Proportion of features 

selected in each tree) 

• eval_metric = "logloss" (Evaluation method during 

training) 

• early_stopping_rounds = 20 (Stopping training if 

there is no improvement) 

The training process uses early stopping on validation 

data to avoid overfitting. 

3.11. Evaluation Model using Confusion Matrix 

The model has been created and trained, and it is validated 

on the validation dataset and tested on the test dataset. 

Furthermore, evaluation is performed using each dataset with 

the following metrics: 
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• Accuracy → Measures the percentage of correct 

predictions. 

• Precision & Precision Macro → Measures the accuracy of 

optimistic predictions. 

• Recall & Recall Macro → Measures how well the model 

detects all positive cases. 

• F1-Score & F1-Score Macro → Harmonised average 

between precision and recall. 

• Confusion Matrix → Displays the comparison between 

the prediction and the original label. 

4. Results and Discussion  
The outcomes for prostate cancer with XGBoost models 

are presented in this section. Specifically, this study focuses 

on the assessment of the Grey Level Co-occurrence Matrix 

(GLCM) and classification model using the Extreme Gradient 

Boosting (XGBoost) classifier. These feature extraction and 

classifiers were examined in detail, with the aim that 

performance assessment across various training, validation, 

and test sets will reveal their capabilities and the level of 

accuracy they achieve.    

4.1. Data Collection 

Prostate MRI images derived from FastMRI are the 

dataset used in this experiment [25], which is classified into 

two categories: Positive (Cancer Detected) and Negative (No 

Cancer Detected). The total number of images collected is 

961, distributed as follows: 424 images for the positive class 

and 537 images for the negative class, as shown in Table 3.  

Table 3. Examples of Image Data 

No Class Images 

1 Positive 

 

2 Negative 

 
 

4.2. Image Data Preprocessing 

Figure 3 represents the preprocessed prostate MRI scans, 

which have undergone several stages before being used for 

analysis or prostate cancer classification. The images have 

been resized to 224x225 pixels and converted to grayscale, 

retaining only pixel intensity information without colour data. 

Then apply noise-reduction techniques, such as median 

filtering, and adjust contrast using contrast stretching to 

enhance contrast, making it easier to distinguish between 

normal and abnormal areas. 

 
Fig. 3 Result Image Preprocessing 

 
Fig. 4 Result image segmentation 
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4.3. Image Segmentation  

The image illustrates the preprocessing and segmentation 

stages of a prostate MRI scan. The grayscale image (left) 

represents the original scan, converted to a single-channel 

format to preserve intensity variations. The thresholded image 

(middle) uses Otsu's thresholding to separate the foreground 

and background based on pixel intensity, enhancing contrast 

for segmentation. The segmented image (ROI) (right) is 

generated using contour detection, isolating the prostate gland 

for analysis. This process enhances feature extraction and 

improves classification accuracy by reducing noise and 

background interference, as shown in Figure 4. 

4.4. Feature Extraction using Grey Level Co-Occurrence 

Matrix (GLCM 

In this study, the Grey Level Co-Occurrence Matrix 

(GLCM) was employed to extract texture-based features—

contrast, correlation, energy, and homogeneity — from 

prostate MRI images. These extracted features provide 

valuable insights into the structural and textural patterns 

within the pictures. The results of the feature extraction 

process are presented and analysed to assess their impact on 

classification performance. 

4.5. Tabular Data Preprocessing 

The preprocessing of tabular data involved several key 

steps to ensure optimal model performance. Label encoding 

and normalisation were applied to preprocess the tabular data, 

ensuring all features were in a uniform numerical format and 

scale before breaking the data into three parts: training, 

validation, and testing. Random undersampling was then used 

to balance the classes to 424 samples each. These 

preprocessing steps helped improve data quality and ensure an 

effective learning process for the classification model. 

4.6. XGBoost Model 

In this section, we will discuss the results of the Boosting 

classification model, namely XGBoost. XGBoost, as a 

boosting-based ensemble learning method, has the advantage 

of handling complex data and improving accuracy through 

stepwise modelling—analysis through the learning curve to 

evaluation. The results obtained will be compared to identify 

potential overfitting, underfitting, and model fit. The logloss 

curve (Figure 5) presents the training and validation log-loss 

over multiple iterations (up to 200). Key observations include: 

a) Training Logloss: The blue line shows a steady decline, 

indicating that the model is learning and optimising its 

predictions over iterations. 

b) Validation Logloss: The orange line decreases at the 

beginning, then stabilises, suggesting that further 

iterations may not significantly improve generalisation 

performance. 

Analysis of the confusion matrix for each data subset 

(training, testing, and validation) was used to monitor the 

performance of the XGBoost model. By comparing the results 

across each data subset, it can be seen whether the model is 

overfit, underfit, or already generalises well to new data. The 

following discusses each of the Confusion Matrices obtained. 

 
Fig. 5 The Training and Validation  Curve Logloss 

4.6.1. Confusion Matrix for Training Set 

In Figure 6, the models on the training data perform 

exceptionally well, with 339 True Negatives (TN) and 338 

True Positives (TP). There are also zero False Negatives (FN) 

and only one False Positive (FP), indicating almost perfect 

Classification on the training set. This result from the 

confusion matrix suggests that the model has learned the 

patterns in the training data very effectively, but it may also 

indicate a risk of overfitting. 

 
Fig. 6 Confusion Matrix for Training Set 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =   
(338+339)

(338+339+0+1)
=  0.9985 𝑜𝑟 99,85%  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
338

(338+0)
= 1 𝑜𝑟 100%  
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𝑅𝑒𝑐𝑎𝑙𝑙 =  
338

(338+1)
= 0.9970 𝑜𝑟 99,7%  

4.6.2. Confusion Matrix for Validation Set 

 
Fig. 7 Confusion matrix for validation set 

In Figure 7, the model's performance drops on the 

validation set, indicating the model struggles more with 

unseen data. The model correctly classifies 32 True Negative 

samples (TN) and 33 True Positive samples (TP). However, it 

misclassifies 11 negative samples as False Positives (FP) and 

21 positive samples as False Negatives (FN). The increased 

number of misclassifications suggests that the model does not 

generalise as well as expected to the validation set.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =   
(33+32)

(33+32+21+11)
=  0.6321 𝑜𝑟 63,21%  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
33

(33+11)
= 0.75 𝑜𝑟 75%  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
33

(33+21)
= 0.6111 𝑜𝑟 61,1%  

4.6.3. Confusion Matrix for Testing Set  

 
Fig. 8 Confusion Matrix for Testing Set 

In Figure 8, the model's performance is still not optimal 

on the test set, with correctly classifying 27 True Negative 

samples (TN) and 38 True Positive samples (TP). Numbers 15 

FP and 16 FN indicate that the model is making a considerable 

number of errors. The balanced number of false positives and 

false negatives suggests that the model has difficulty 

effectively distinguishing between the two classes on unseen 

data.   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =   
(38+27)

(38+27+15+16)
=  0.6321 𝑜𝑟 63,21%  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
38

(38+15)
= 0.7169 𝑜𝑟 71,69%  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
38

(38+16)
= 0.7037 𝑜𝑟 70,37%  

Table 4. Model Evaluation 

Dataset Accuracy Precision Recall 

Training 99.8% 100% 99.7% 

Validation 63.2% 75% 61,1% 

Testing 63.2 71.6% 70.37 

Table 4 shows the evaluation results, with the model 

performing well during training, achieving an accuracy of 

99.8%, demonstrating a strong ability to learn discriminative 

features. Accuracy on the validation and test datasets yielded 

stable generalisation performance on the evaluation data, 

demonstrating its ability to recognise patterns. 

The model effectively captured complex feature 

relationships despite variations in training and testing 

performance. The precision on the testing dataset (71.6%) and 

the recall (70.37%) demonstrated balanced classification 

performance for the model used. 

5. Conclusion  
Prostate cancer classification using MRI images using the 

Extreme Gradient Boosting (XGBoost) model has been 

successfully performed using Grey Level Co-occurrence 

Matrix (GLCM) feature extraction. The texture-based feature 

identification results differentiate cancerous and non-

cancerous tissue through a hybrid approach that provides an 

appropriate framework. This model effectively learns 

discriminatory patterns, with generalisation maintained 

through 99.8% accuracy on the training data and 63.2% on the 

validation and test datasets, respectively. The model also 

achieved balanced classification performance, potentially 

aiding medical diagnosis, with precision and recall values 

exceeding 70% on the testing dataset. Near-perfect training 

accuracy indicates that general patterns have been learned, but 

there is a tendency for overfitting. The model is not yet fully 

robust on healthcare datasets, requiring hyperparameter tuning 

for further research. Augmentation and regularisation 

techniques should also be explored to produce a model that 

fits and generalises across diverse, large datasets. 
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Prostate cancer detection from MRI images is well-suited 

to the GLCM approach with the XGBoost model. This 

research has contributed to medical images that serve as 

references demonstrating that Machine learning is practical 

for early cancer detection, decision support systems, and 

clinical image analysis. 
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