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Abstract - The analysis of the Land Use and the Land cover changes plays an important role in infrastructure management. 

Pixel-based classification methods are simple and intuitive and achieve good accuracy but are prone to misclassifications. This 

happens because the context information is not taken into consideration. In this work, an object-based image classification 

technique (mean shift segmentation) is implemented for the LULC classification of the Dandeli Forest area. This method groups 

the pixels together based on the contextual and spectral information. Further, the classification scale is also varied to arrive at 

an optimum segmentation scale. It is found that the accuracy initially improves when the segmentation scale is reduced (finer 

scale). However, after a certain point, the accuracy of the classification goes on to decrease. It is also pointed out that the scale 

of segmentation used here and the optimum results obtained thereof depend on the geographic area under consideration. The 

area under consideration has imbalanced classes, and hence, the accuracy of the algorithm depends on the scale of segmentation. 

The scale of segmentation depends on the parameters Spatial Radius and Range Radius. Results obtained indicate that the 

optimal accuracy of 91.57% is obtained when the Spatial Radius = 5 and the Range Radius = 15, below and above which the 

accuracy tapers off. 

Keywords - Mean shift segmentation, Context-based classification, Forest mapping, Spectral angle mapping, LULC 

classification. 

1. Introduction 
Land Use and Land Cover (LULC) classification of 

forests is a crucial process that involves categorizing and 

mapping different land cover types and land use within 

forested areas. LULC classification is critical for 

understanding and conserving biodiversity, as different 

species may be associated with specific forest types (Tripathi 

et al., 2019). Effective forest management requires accurate 

data on the extent and composition of forest types. LULC 

classification helps forest managers make informed decisions 

about harvesting, reforestation, and protection efforts (Roy et 

al., 2022). Urban development and infrastructure projects 

often encroach upon forested areas. LULC data can inform 

land-use planning to balance development needs with forest 

conservation. Forests play a role in regulating water resources. 

Understanding forest cover and land use can help manage 

watersheds, protect water quality, and prevent erosion and 

runoff. An environmental impact assessment is typically 

required before embarking on any major development project 

in or near forested areas. LULC data provides essential 

assessment information (Shimrah et al., 2022). Governments 

and environmental organizations use LULC data to formulate 

and implement policies related to forest conservation, 

sustainable forest management, and land-use regulations. To 

carry out LULC classification of forests, remote sensing 

technologies, satellite imagery, GIS (Geographic Information 

Systems), and ground-based surveys are often used. Machine 

Learning classification algorithms have been traditionally 

used for the LULC classification (Balha et al., 2021). The 

most commonly implemented algorithms are pixel-based 

(Srivastava et al., 2022). Each pixel is classified depending on 

the reflectance values obtained from the satellite sensors in 

these cases.  

These methods are easy to implement and fast and give 

appreciable results in cases where the geographic area is 

homogenous in nature. Pixel-based classification techniques 

are also preferred where the shape of individual classes is not 

a matter of concern. However, in the case of heterogeneous 

classes, these methods may give erroneous results due to 

misclassification of the pixels (Tran et al., 2014). Object-based 

classification techniques consider not only the spectral 

information but also the spatial context and relationships 

between neighbouring pixels. This contextual information 

helps better differentiate land cover types (Tiwari et al., 2021). 

Object-based classification is well-suited for scenarios where 
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land cover classes are mixed or have irregular shapes and 

where spatial patterns and context play a significant role in 

classification. It is commonly used in urban planning, forestry, 

and detailed land cover mapping. It effectively reduces the 

effects of noise, improves classification accuracy in complex 

landscapes, and addresses issues related to edge effects and 

mixed pixels (Parida & Manda, 2020). 

2. Literature Survey 
A literature survey is carried out in three phases for the 

present research work. In the first phase, the individual pixel-

based classifiers and their relative pros and cons are explored. 

In the second phase, the parameters of these classifiers, which 

may improve the classification accuracy, are studied. In the 

third phase, methods to overcome the drawbacks of pixel-

based classifiers are surveyed. These include hybrid 

approaches, Deep Learning (DL) approaches and context-

based classification approaches. A detailed survey of the 

Resources at LISS-III and Landsat-8 imagery (Venkateswarlu 

et al., 2014) shows that the Landsat-8 imagery is more suitable 

for the LULC classification of the present geographic study 

area.  

Themistocleous and Hadjimitsis (2008) emphasized the 

importance of atmospheric corrections, especially when the 

classified images are used for temporal comparison. A 

comparison of different techniques for atmospheric 

corrections (Ilori et al., 2019) shows that the DOS-1 method 

gives the best results when the cloud cover is less than 10%. 

Further, methods for radiometric calibration of the Landsat-8 

imagery were given by Barsi et al. (2019). A comparison of 

the Random Forest (RF), Support Vector Machine (SVM), and 

k-Nearest Neighbour(kNN) algorithms for LULC 

classification (Noi & Kappas, 2017) shows that the 

classification accuracy is a function of the training sample 

size.  

A tuned SVM is shown to achieve a maximum 

classification accuracy of 94% compared to the Maximum 

Likelihood (ML) and the Minimum Distance (MD) algorithms 

(Ghayour et al., 2021). In yet another study (Oo et al., 2022), 

it is shown that RF achieves a maximum classification 

accuracy compared to SVM and CART. Ouma et al., (2022) 

have shown that SVM proved better accuracy for the LULC 

classification in Urban areas. The comparison was made with 

respect to RF, CART, and GTB. SVM was found to perform 

better in both urban and rural areas (Rahman et al., 2020).  

The variation of the classification accuracy with respect 

to the parameters previous studies shows an optimal value of 

the parameters that achieves maximum classification 

accuracy. Non-parametric classifiers with parameter tuning 

were shown to have maximum accuracy compared to the 

parametric classifiers (Verma et al., 2020). A detailed review 

of the ML and DL algorithms and their statistical analysis and 

comparison is given by Digra et al., 2022. Deep learning 

algorithms are found to perform better than all the above-said 

algorithms (Jozdani et al., 2019). Again, in this case, the area 

under study was urban. Fuzzy object-based deep learning 

methods achieved better accuracy than RF, SVM, and CART 

in the LULC classification of the lake basin (Feizizadeh et al., 

2021).  

A Convolutional Neural Network (CNN) statistical 

analysis found it to perform better than the traditional ML 

algorithms (Carranza-García et al., 2019). A hybrid 

classification approach involving the ML and decision 

methods was shown to have better classification accuracy in 

the Sawantwadi taluk area (Kantakumar, & Neelamsetti, 

2015). A hybrid method using ML and clustering in the arid 

region of Rajasthan was done by Kumar et al. (2020), and it 

was shown to perform satisfactorily. 

The above survey indicates that the classification 

accuracy of any pixel-based classifier depends on the features 

used, the algorithm and their parameter tuning, training data 

size and the class imbalance. The problem with all the pixel-

based classifiers is that they consider only the spectral 

information while ignoring the spatial information. Even with 

parameter tuning, the pixel-based classifiers cannot perform 

better. However, if the spatial (context) information is 

considered, the classification accuracy can improve.  

The area under consideration is a heterogeneous forest 

area with the predominant forest class. So, it can be considered 

a relatively homogenous area for all intents and purposes. 

Here, we suggest a hypothesis that classification accuracy can 

be better if groups of pixels are considered objects rather than 

individual pixels. Taking into consideration the context 

information (in this case, the proximity and the spectral 

signature information) may improve the classification 

accuracy compared to the pixel-based approaches. 

3. Study Area 
The study area is the Dandeli Forest, a part of the Western 

Ghats (India) and is well known for its rich biodiversity. The 

river Kali runs through the forest. It is also a tourist hotspot, 

with many resorts coming up in the forest area and 

surrounding the river. Figure 1 shows the study area with 

respect to the Indian State of Karnataka. The satellite Imagery 

is obtained from LANDSAT-8, the details of which are given 

in Table 1.  

Table 1. Details of the Satellite Image (LANDSAT-8) 

Product Type L1 

Date of Acquisition 16th October 2023 

Cloud Cover Less than 10% 

Spatial Resolution 30m 

Number of Bands 11 

Source Glovis 

Map Projection WGS84/43N 

Type of File Geotiff 
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      Source: Map courtesy: https://surveyofindia.gov.in/                               Fig. 1 Study area  

4. Methodology 
The methodology adopted to carry out the research work 

is shown in Figure 2. The acquired image has a cloud cover of 

less than 10%, so no preprocessing for cloud coverage 

removal is required.  

Instead, the image must be corrected for atmospheric 

effects, which is done using the DOS-1 algorithm. The process 

used for the same is standard and is available on the website 

(https://www.usgs.gov/landsat-missions/landsat-collection-2-

level-1-data).  

Mean shift filtering is a nonparametric technique used in 

image processing and computer vision for various tasks, 

including image denoising, image segmentation, and object 

tracking. It is a method that can be used to locate the modes or 

peaks in a density function. It is particularly useful for tasks 

where you want to identify regions of interest in an image or 

group similar pixels together. The salient features of the mean 

shift segmentation are given below. 

4.1. Mode Seeking 

Mean shift filtering is a mode-seeking algorithm. A 

“mode” in this context represents a cluster or region in the 

feature space (e.g., colour space for an image) where data 

points are densely concentrated. 

4.2. Kernel Density Estimation 

The algorithm is based on kernel density estimation. It 

estimates the probability density function of the data points in 

the feature space, and the modes correspond to the local 

maxima in this density function.  

Mean Shift Segmentation works as follows: 

• Data Representation: Each pixel in an image is typically 

represented as a point in a feature space, defined by its 

colour and/or spatial attributes. 

• Window or Kernel: Mean shift operates with a sliding 

window or kernel that moves iteratively over the data 

points. This kernel defines a search region in the feature 

space. The spatial search region, in this work, is 

implemented in the form of Spatial Radius. The 

Euclidean distance of the spectral signatures is considered 

in the parameter Range Radius. 

• Mode Shifting: At each iteration, the kernel calculates the 

mean of the data points within its current window. This 

mean represents the “mean shift” from the current 

position. 

• Updating Position: The centre of the kernel is then shifted 

to this mean position. 

• Iterative Process: The process is repeated until 

convergence, where the kernel stops shifting and stays at 

a position corresponding to a mode. 

https://surveyofindia.gov.in/
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Fig. 2 Methodology for the proposed work 

Mean shift segmentation considers both spatial and 

feature information to group similar data points together. In 

the case of satellite images, the features are the spectral 

signatures that are distinct for each land cover class.  

4.3. Spatial Radius 

The spatial radius determines the spatial neighbourhood 

around each data point or pixel that is considered when 

calculating the mean shift vector. The mean shift vector is used 

to shift a data point towards the mode (the centre) of its 

neighbouring data points with similar spectral signatures and 

spatial characteristics. The spatial radius defines how far the 

algorithm should search for similar data points regarding their 

spatial proximity. A larger spatial radius will consider a 

broader area around each data point, potentially leading to 

larger and smoother regions in the segmentation result. In 

comparison, a smaller spatial radius will lead to smaller, more 

detailed regions. The choice of an appropriate spatial radius 

depends on the specific image and the desired segmentation 

results. It is often combined with the spectral signature radius, 

which determines the range for considering similarity in 

colour space. Adjusting these two parameters is important to 

control the trade-off between preserving fine details and 

achieving smoother, more coarse-grained segmentation 

results. 

4.4. Range Radius 

It determines the range in feature space (spectral signature 

space) within which the algorithm considers data points 

similar. A smaller range radius restricts the colour similarity to 

a narrow range, leading to fine-grained segmentation where 

only very similar colours are grouped together. On the other 

hand, a larger range radius allows for a broader range of 

colours to be considered similar, resulting in more extensive 

regions in the segmentation. For comparison, this method is 

compared with the Spectral Angle Mapper (SAM), which is 

implemented as a pixel-based classifier. It is employed to 

classify or compare the spectral signatures of different objects 

or materials in a scene based on the angles between their 

spectral vectors in a high-dimensional space. 

The brief working of the mapper is given below. 

4.4.1. Spectral Signatures 

Each pixel in a hyperspectral image has a spectral 

signature, which represents the reflectance or radiance of the 

material at various wavelengths. This information is typically 

represented as a vector in a high-dimensional space, with each 

dimension corresponding to a different wavelength band. 

4.4.2. Reference Spectra 

To use SAM, you need one or more reference spectra 

representing the materials or classes you want to identify. 

These reference spectra are also represented as vectors in the 

same spectral space. 

4.4.3. Calculation 

SAM calculates the spectral angle (θ) between the 

spectral signature of a pixel and the reference spectra. The 

spectral angle is determined using the dot product of the two 

vectors and can be expressed in Equation 1. 

𝜃 = 𝑎𝑟𝑐𝑐𝑜𝑠 (
𝐴∙𝐵

‖𝐴‖∗‖𝐵‖
) (1) 

4.5. Classification 

The spectral angle is compared to a threshold value, and 

the pixel is classified based on this comparison. If θ is less than 

the threshold, the pixel is classified as the material represented 

by the reference spectrum B. If θ is greater than the threshold, 

the pixel may be classified as a different material or left 

unclassified. 

Landsat-8 Images 

Atmospheric Correction 

Band Combination 

Feature    Selection  

Pixel-Based Spectral 

Angle Mapper 

Object Based 

Meanshift 

Segmentation 

Lulc Map 

Accuracy Assessment Accuracy Assessment 
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5. Results and Discussion  
Three distinct classes are chosen for the classification, 

namely, Forest, Water and Built-up areas. The work is 

implemented using QGIS 3.10 and Python. The algorithms are 

run on a system having Intel(R) Core (TM) i5-8250U CPU @ 

1.60GHz   1.80 GHz and 16GB RAM. Figure 3 shows the 

variation of Overall Accuracy (OA) with Spatial Radius and 

Range Radius. It is seen that the OA increases with the 

increase in the spatial Radius initially, but after the value of 5, 

OA goes on decreasing. This result is applicable even when 

the Range Radius is changed. Three different values of range 

radii are used here: 10, 12 and 15. It is found that the 

maximum OA of 91.5% is achieved when the Spatial Radius 

is 5, and the Range Radius is 15. Also, the following 

observations are made from the graph in Figure 3.  

For the Range Radius of 10, the increase in OA with the 

increase in Spatial Radius is rather drastic. But when the 

Range Radius increases to 15, the OA increase with Spatial 

Radius is gradual. It indicates that, in essence, a higher Range 

Radius gives a higher OA, but increasing it further does not 

contribute much to the increase in OA. Hence, a Range Radius 

of 15 and a Spatial Radius of 5 are considered optimal values, 

which give a maximum OA of 91.5%. 

 
Fig. 3 Variation of overall accuracy with the range radius and spatial radius 

Figure 4a shows the result (LULC map of the Dandeli Forest Region) using the pixel-based Spectral Angle Mapper 

Algorithm. Figure 4b shows the LULC map using the object-based mean shift algorithm (Spatial Radius = 5, Range Radius = 

15). 

  
Fig. 4a LULC Map using Spectral Angle Mapper Fig. 4b LULC Map using Mean Shift Segmentation 
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Pixel-Based Spectral Angle Mapper Patch-Based Mean Shift Segmentation 

  
Fig. 5(a) ROI-1 Fig. 5(b) ROI-1 

  
Fig. 5(c) ROI-2 Fig. 5(d) ROI-2 

Fig. 5 Region of interest using pixel based spectral angle mapper and patch based mena shift segmentation

To get better clarity about the results obtained, the LULC 

maps have been zoomed to two Regions of Interest (ROIs), as 

shown in Figure 5a – Figure 5d. The first ROI is a part of the 

river around which built-up areas are surrounded by forest. 

The second ROI is a major portion of the river surrounded by 

forests and settlements. Since the geographic area under 

consideration has imbalanced classes, only OA may not be 

enough of an evaluation measure. OA is a measure of the 

classifiers’ performance. It may or may not depict the ground 

realities. Hence, as additional performance metrics, User and 

Producer Accuracies and Omission and Commission Errors 

are also calculated here. These four metrics are based on the 

confusion matrix created as an output of the classifiers. These 

four metrics are shown in Table 2. PA is the accuracy from the 

viewpoint of the mapmaker. This metric measures the ability 

of a model to correctly identify all relevant instances in a 

dataset. A complementary measure for the same is the 

Omission Error (OE), calculated as 1-PA. OE measures the 

number of pixels that belong to the actual class but fail to be 

classified into that class. UA is from the viewpoint of the map 

user. A high user accuracy indicates that the model is precise 

in its positive predictions. A complementary measure is 

Commission Error (CE), calculated as 1-UA. It measures the 

number of pixels that belong to another class but are classified 

to this class. Both PA and UA should be considered in 

conjunction with each other, and the classifiers should aim to 

achieve a balance between them. Table 2 shows a fine balance 

is achieved between the UA and the PA (both have nearly the 

same values) in this work. Comparing with the results 

obtained by [26], it is found that overall accuracy shows a 

considerable improvement from 82% to 85%, which indicates 

the usability of the algorithm for the LULC analysis. The main 

reason for these better results is using the mean shift 

segmentation method, which operates iteratively.  
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Table 2. Evaluation metric values for the SAM and the mean shift 

method 

 SAM Mean Shift Segmentation 

User Accuracy 86.02 91.77 

Producer Accuracy 85.93 91.73 

Overall Accuracy 85.64 91.57 

Omission Error 14.07 8.27 

Commission Error 13.98 8.23 

Kappa 0.82 0.90 
 

6. Conclusion 
The working hypothesis of this work is that the 

classification accuracy can be improved if the context of the 

pixels is also considered for the classification process. An 

object-based Mean Shift Segmentation is implemented in this 

work to prove this hypothesis. It is then compared with a 

pixel-based Spectral Angle Mapper. The results indicate that 

the object-based Mean Shift Segmentation gives a better 

accuracy of 91.57% compared to the pixel-based Spectral 

Angle Mapper (85.64%). This is because the pixels are 

considered objects, and the spectral context of the pixels is 

also considered for the classification. The advantage of using 

a Mean Shift Segmentation algorithm is that it is non-

parametric in nature and, hence, does not make any 

assumptions about the image statistics. It is important to note 

that the results obtained are for a heterogenous forest area 

where the forest class is predominant. So, it can be considered 

a relatively homogenous area for all intents and purposes.  

The same results may not be applicable in a 

heterogeneous area (urban areas), where further parameter 

tuning may be required to achieve optimum results. As a 

future work, the classification can be extended to deep 

learning methods if the training data and the time are not a 

constraint. As a future work, the mean shift segmentation 

method can be combined with any other image processing 

method to improve the accuracy of the prediction. 

Declaration 
All authors have read, understood, and have complied as 

applicable with the statement on “Ethical responsibilities of 

Authors” as found in the Instructions for Authors. 

Availability of data and material 
Freely downloadable from the USGS/glovis website 

Acknowledgements 

The author thanks the management of BNM Institute of 

Technology, Bangalore, and Visveswaraya Technological 

University for providing a platform to carry out the research 

work. 

References 
[1] Ashikur Rahman et al., “Performance of Different Machine Learning Algorithms on Satellite Image Classification in Rural and Urban 

Setup,” Remote Sensing Applications: Society and Environment, vol. 20, 2020. [CrossRef] [Google Scholar] [Publisher Link] 

[2] Akanksha Balha et al., “A Comparative Analysis of Different Pixel and Object-Based Classification Algorithms Using Multi-Source High 

Spatial Resolution Satellite Data for LULC Mapping,” Earth Science Informatics, vol. 14, pp. 2231-2247, 2021. [CrossRef] [Google 

Scholar] [Publisher Link] 

[3] Bakhtiar Feizizadeh et al., “A Comparison of the Integrated Fuzzy Object-Based Deep Learning Approach and Three Machine Learning 

Techniques for Land Use/Cover Change Monitoring and Environmental Impacts Assessment,” GIScience & Remote Sensing, vol. 58, no. 

8, pp. 1543-1570, 2021. [CrossRef] [Google Scholar] [Publisher Link] 

[4] Manuel Carranza-Garcia, Jorge Garcia-Gutierrez, and Jose C. Riquelme, “A Framework for Evaluating Land Use and Land Cover 

Classification Using Convolutional Neural Networks,” Remote Sensing, vol. 11, no. 3, pp. 1-23, 2019. [CrossRef] [Google Scholar] 

[Publisher Link] 

[5] Monia Digra, Renu Dhir, and Nonita Sharma, “Land Use Land Cover Classification of Remote Sensing Images Based on the Deep 

Learning Approaches: A Statistical Analysis and Review,” Arabian Journal of Geosciences, vol. 15, 2022. [CrossRef] [Google Scholar] 

[Publisher Link] 

[6] Laleh Ghayour et al., “Performance Evaluation of Sentinel-2 and Landsat 8 OLI Data for Land Cover/Use Classification Using a 

Comparison between Machine Learning Algorithms,” Remote Sensing, vol. 13, no. 7, pp. 1-21, 2021. [CrossRef] [Google Scholar] 

[Publisher Link] 

[7] Christopher O. Ilori, Nima Pahlevan, and Anders Knudby, “Analyzing Performances of Different Atmospheric Correction Techniques for 

Landsat 8: Application for Coastal Remote Sensing,” Remote Sensing, vol. 11, no. 4, pp. 1-20, 2019. [CrossRef] [Google Scholar] 

[Publisher Link] 

[8] Shahab Eddin Jozdani, Brian Alan Johnson, and Dongmei Chen, “Comparing Deep Neural Networks, Ensemble Classifiers, and Support 

Vector Machine Algorithms for Object-Based Urban Land Use/Land Cover Classification,” Remote Sensing, vol. 11, no. 14, pp. 1-24, 

2019. [CrossRef] [Google Scholar] [Publisher Link] 

[9] Diofantos G. Hadjimitsis, and Kyriacos Themistocleous, “The Importance of Considering Atmospheric Correction in the Pre-Processing 

of Satellite Remote Sensing Data Intended for the Management and Detection of Cultural Sites: A Case Study of the Cyprus Area,” 14th 

International Conference on Virtual Systems and Multimedia, pp. 9-12 , 2008. [Google Scholar] 

https://doi.org/10.1016/j.rsase.2020.100410
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Performance+of+different+machine+learning+algorithms+on+satellite+image+classification+in+rural+and+urban+setup&btnG=
https://www.sciencedirect.com/science/article/abs/pii/S2352938520301075
https://doi.org/10.1007/s12145-021-00685-4
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=A+comparative+analysis+of+different+pixel+and+object-based+classification+algorithms+using+multi-source+high+spatial+resolution+satellite+data+for+LULC+mapping&btnG=
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=A+comparative+analysis+of+different+pixel+and+object-based+classification+algorithms+using+multi-source+high+spatial+resolution+satellite+data+for+LULC+mapping&btnG=
https://link.springer.com/article/10.1007/s12145-021-00685-4
https://doi.org/10.1080/15481603.2021.2000350
jhttps://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=A+comparison+of+the+integrated+fuzzy+object-based+deep+learning+approach+and+three+machine+learning+techniques+for+land+use%2Fcover+change+monitoring+and+environmental+impacts+assessment&btnG=
https://www.tandfonline.com/doi/full/10.1080/15481603.2021.2000350
https://doi.org/10.3390/rs11030274
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=A+Framework+for+Evaluating+Land+Use+and+Land+Cover+Classification+Using+Convolutional+Neural+Networks&btnG=
https://www.mdpi.com/2072-4292/11/3/274
https://doi.org/10.1007/s12517-022-10246-8
jhttps://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Land+use+land+cover+classification+of+remote+sensing+images+based+on+the+deep+learning+approaches%3A+a+statistical+analysis+and+review&btnG=
https://link.springer.com/article/10.1007/s12517-022-10246-8
https://doi.org/10.3390/rs13071349
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Performance+Evaluation+of+Sentinel-2+and+Landsat+8+OLI+Data+for+Land+Cover%2FUse+Classification+Using+a+Comparison+between+Machine+Learning+Algorithms&btnG=
https://www.mdpi.com/2072-4292/13/7/1349
https://doi.org/10.3390/rs11040469
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Analyzing+Performances+of+Different+Atmospheric+Correction+Techniques+for+Landsat+8%3A+Application+for+Coastal+Remote+Sensing&btnG=
https://www.mdpi.com/2072-4292/11/4/469
https://doi.org/10.3390/rs11141713
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Comparing+Deep+Neural+Networks%2C+Ensemble+Classifiers%2C+and+Support+Vector+Machine+Algorithms+for+Object-Based+Urban+Land+Use%2FLand+Cover+Classification&btnG=
https://www.mdpi.com/2072-4292/11/14/1713
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=The+importance+of+considering+atmospheric+correction+in+the+pre-processing+of+satellite+remote+sensing+data+intended+for+the+management+and+detection+of+cultural+sites%3A+a+case+study+of+the+Cyprus+area&btnG=


Keerti Kulkarni et al. / IJETT, 73(2), 177-184, 2025 

 

184 

[10] Lakshmi N. Kantakumar, and Priti Neelamsetti, “Multi-Temporal Land Use Classification Using Hybrid Approach,” The Egyptian Journal 

of Remote Sensing and Space Science, vol. 18, no. 2, pp. 289-295, 2015. [CrossRef] [Google Scholar] [Publisher Link] 

[11] Jai Kumar, Brototi Biswas, and Sakshi Walker, “Multi-Temporal LULC Classification Using Hybrid Approach and Monitoring Built-up 

Growth with Shannon’s Entropy for a Semi-arid Region of Rajasthan, India,” Journal of the Geological Society of India, vol. 95, pp. 626-

635, 2020. [CrossRef] [Google Scholar] [Publisher Link] 

[12] Narayan Panigrahi, B.K. Mohan, and G. Athithan, “Pre-Processing Algorithm for Rectification of Geometric Distortions in Satellite 

Images,” Defence Science Journal, vol. 61, no. 2, pp. 174-179, 2011. [Google Scholar] 

[13] Tin Ko Oo et al., “Comparing Four Machine Learning Algorithms for Land Cover Classification in Gold Mining: A Case Study of 

Kyaukpahto Gold Mine, Northern Myanmar,” Sustainability, vol. 14, no. 17, pp. 1-15, 2022. [CrossRef] [Google Scholar] [Publisher Link] 

[14] Y. Ouma et al., “Comparison of Machine Learning Classifiers for Multitemporal and Multisensor Mapping of Urban LULC Features,” 

The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, vol. 43, pp. 681-689, 2022. 

[CrossRef] [Google Scholar] [Publisher Link] 

[15] Phan Thanh Noi, and Martin Kappas, “Comparison of Random Forest, k-Nearest Neighbor, and Support Vector Machine Classifiers for 

Land Cover Classification Using Sentinel-2 Imagery,” Sensors, vol. 18, no. 1, pp. 1-20, 2018. [CrossRef] [Google Scholar] [Publisher 

Link] 

[16] Bikash Ranjan Parida, and Shyama Prasad Mandal, “Polarimetric Decomposition Methods for LULC Mapping Using ALOS L-Band 

PolSAR Data in Western Parts of Mizoram, Northeast India,” SN Applied Sciences, vol. 2, pp. 1-15, 2020. [CrossRef] [Google Scholar] 

[Publisher Link] 

[17] Parth Sarathi Roy et al., “Anthropogenic Land Use and Land Cover Changes-A Review on Its Environmental Consequences and Climate 

Change,” Journal of the Indian Society of Remote Sensing, vol. 50, pp. 1615-1640, 2022. [CrossRef] [Google Scholar] [Publisher Link] 

[18] Tuisem Shimrah et al., “Spatio-Temporal Assessment on Land Use and Land Cover (LULC) and Forest Fragmentation in Shifting 

Agroecosystem Landscape in Ukhrul District of Manipur, Northeast India,” Environmental Monitoring and Assessment, vol. 194, 2022. 

[CrossRef] [Google Scholar] [Publisher Link] 

[19] A. Srivastava et al., “Mapping Vegetation and Measuring the Performance of Machine Learning Algorithm in LULC Classification in the 

Large Area Using Sentinel-2 and Landsat-8 Datasets of Dehradun as a Test Case,” The International Archives of the Photogrammetry, 

Remote Sensing and Spatial Information Sciences, vol. 43, pp. 529-535,  2022. [CrossRef] [Google Scholar] [Publisher Link] 

[20] Anuj Tiwari et al., “UAV Remote Sensing for Campus Monitoring: A Comparative Evaluation of Nearest Neighbor and Rule-Based 

Classification,” Journal of the Indian Society of Remote Sensing, vol. 49, pp. 527-539, 2021. [CrossRef] [Google Scholar] [Publisher 

Link] 

[21] Rahul Tripathi et al., “Ecosystem Services in Different Agro-Climatic Zones in Eastern India: Impact of Land Use and Land Cover 

Change,” Environmental Monitoring and Assessment, vol. 191, 2019. [CrossRef] [Google Scholar] [Publisher Link] 

[22] Trung V. Tran, Jason P. Julian, and Kirsten M. de Beurs, “Land Cover Heterogeneity Effects on Sub-Pixel and Per-Pixel Classifications,” 

ISPRS International Journal of Geo-Information, vol. 3, pp. 540-553, 2014. [CrossRef] [Google Scholar] [Publisher Link] 

[23] E. Venkateswarlu, T. Sivannarayana, and K.V. Ratna Kumar, “A Comparative Analysis of Resourcesat-2 LISS-3 and LANDSAT-8 OLI 

Imagery,” The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, vol. 40, pp. 987-989, 

2014. [CrossRef] [Google Scholar] [Publisher Link] 

[24] Pramit Verma et al., “Appraisal of Kappa-Based Metrics and Disagreement Indices of Accuracy Assessment for Parametric and 

Nonparametric Techniques Used in LULC Classification and Change Detection,” Modelling Earth Systems and Environment, vol. 6, pp. 

1045-1059, 2020. [CrossRef] [Google Scholar] [Publisher Link] 

 

https://doi.org/10.1016/j.ejrs.2015.09.003
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Multi-temporal+land+use+classification+using+hybrid+approach&btnG=
https://www.sciencedirect.com/science/article/pii/S1110982315000381
https://doi.org/10.1007/s12594-020-1489-x
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Multi-temporal+LULC+Classification+using+Hybrid+Approach+and+Monitoring+Built-up+Growth+with+Shannon%E2%80%99s+Entropy+for+a+Semi-arid+Region+of+Rajasthan%2C+India&btnG=
https://link.springer.com/article/10.1007/s12594-020-1489-x
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Pre-processing+algorithm+for+rectification+of+geometric+distortions+in+Satellite+images&btnG=
https://doi.org/10.3390/su141710754
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Comparing+Four+Machine+Learning+Algorithms+for+Land+Cover+Classification+in+Gold+Mining%3A+A+Case+Study+of+Kyaukpahto+Gold+Mine%2C+Northern+Myanmar&btnG=
https://www.mdpi.com/2071-1050/14/17/10754
https://doi.org/10.5194/isprs-archives-XLIII-B3-2022-681-2022
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Comparison+of+Machine+Learning+Classifiers+for+Multitemporal+and+Multisensor+Mapping+of+Urban+LULC+Features&btnG=
https://isprs-archives.copernicus.org/articles/XLIII-B3-2022/681/2022/
https://doi.org/10.3390/s18010018
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Comparison+of+Random+Forest%2C+k-Nearest+Neighbor%2C+and+Support+Vector+Machine+Classifiers+for+Land+Cover+Classification+Using+Sentinel-2+Imagery&btnG=
https://www.mdpi.com/1424-8220/18/1/18
https://www.mdpi.com/1424-8220/18/1/18
https://doi.org/10.1007/s42452-020-2866-1
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Polarimetric+decomposition+methods+for+LULC+mapping+using+ALOS+L-band+PolSAR+data+in+Western+parts+of+Mizoram%2C+Northeast+India&btnG=
https://link.springer.com/article/10.1007/s42452-020-2866-1
https://doi.org/10.1007/s12524-022-01569-w
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Anthropogenic+Land+Use+and+Land+Cover+Changes%E2%80%94A+Review+on+Its+Environmental+Consequences+and+Climate+Change&btnG=
https://link.springer.com/article/10.1007/s12524-022-01569-w
https://doi.org/10.1007/s10661-021-09548-3
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Spatio-temporal+assessment+on+land+use+and+land+cover+%28LULC%29+and+forest+fragmentation+in+shifting+agroecosystem+landscape+in+Ukhrul+district+of+Manipur%2C+Northeast+India&btnG=
https://link.springer.com/article/10.1007/s10661-021-09548-3
https://doi.org/10.5194/isprs-archives-XLIII-B3-2022-529-2022
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Mapping+Vegetation+And+Measuring+The+Performance+Of+Machine+Learning+Algorithm+In+Lulc+Classification+In+The+Large+Area+Using+Sentinel-2+And+Landsat-8+Datasets+Of+Dehradun+As+A+Test+Case%2C+Int.+Arch.+Photogramm&btnG=
https://isprs-archives.copernicus.org/articles/XLIII-B3-2022/529/2022/
https://doi.org/10.1007/s12524-020-01268-4
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=UAV+Remote+Sensing+for+Campus+Monitoring%3A+A+Comparative+Evaluation+of+Nearest+Neighbor+and+Rule-Based+Classification&btnG=
https://link.springer.com/article/10.1007/s12524-020-01268-4
https://link.springer.com/article/10.1007/s12524-020-01268-4
https://doi.org/10.1007/s10661-019-7224-7
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Ecosystem+services+in+different+agro-climatic+zones+in+eastern+India%3A+impact+of+land+use+and+land+cover+change&btnG=
https://link.springer.com/article/10.1007/s10661-019-7224-7
https://doi.org/10.3390/ijgi3020540
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Land+Cover+Heterogeneity+Effects+on+Sub-Pixel+and+Per-Pixel+Classifications&btnG=
https://www.mdpi.com/2220-9964/3/2/540
https://doi.org/10.5194/isprsarchives-XL-8-987-2014
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=A+comparative+analysis+of+Resourcesat-2+LISS-3+and+LANDSAT-8+OLI+imagery&btnG=
https://isprs-archives.copernicus.org/articles/XL-8/987/2014/isprsarchives-XL-8-987-2014.html
https://doi.org/10.1007/s40808-020-00740-x
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Appraisal+of+kappa-based+metrics+and+disagreement+indices+of+accuracy+assessment+for+parametric+and+nonparametric+techniques+used+in+LULC+classification+and+change+detection&btnG=
https://link.springer.com/article/10.1007/s40808-020-00740-x

