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Abstract - Mobile robots can be classified based on their working environment, including air, water and land. In each place, the 

robot needs a different drive system. For mobile aerial robots, the moving parts are the propeller or flying wing and the motor. 

With underwater mobile robots, depending on the place of work on or in the water, there will be different transmission structures: 

working on the water surface, the moving parts are buoys or motors with control and operation parts. Moving deep underwater, 

the moving parts can be legs or even jet engines. Land mobile robots have quite a variety of moving parts. Depending on the 

operating terrain, the moving parts can be legs, wheels, crawlers or a combination of both. The most popular is the robot that 

moves on wheels. Mobile robots are applied to many different types of work, from construction to agriculture, mine digging to 

oil and gas exploration, environmental remediation, healthcare, entertainment, transportation, etc. Robots have the ability to 

help a lot. Many of the jobs that humans cannot do. In this article, we propose to use artificial intelligence (AI) technology based 

on the Deep Deterministic Policy Gradient (DDPG) algorithm to control the mobile robot to avoid obstacles and reach the 

target. Simulation results on Matlab-Simulink software show the feasibility of the proposed algorithm. The robot can safely 

accomplish its goals in environments with obstacles and become a truly intelligent system with strong self-learning and 

adaptation capabilities. 

Keywords - Artificial Intelligence, Deep Deterministic Policy Gradient, Mobile Robot, Machine Learning, Reinforcement 

Learning. 

1. Introduction  
There are many difficult and dangerous jobs, such as 

dredging sewer pipes or removing mines, or jobs that must be 

done in difficult and dangerous terrain, such as in the deep sea 

or the cold Arctic region. At that time, highly customizable 

mobile robots will be an effective source of support. That is 

why, in recent decades, many articles have been published on 

mobile robot control. The main topics focus on research to 

improve the quality of trajectory tracking control, map 

building, and navigation in different environments for mobile 

robots. 

In these articles, the authors have considered and taken 

into account surrounding environmental information and 

different control methods to help robots operate in real 

environments with and without obstacles. The main target is 

to focus on implementing control strategies to improve the 

quality of robot control to ensure safety and optimal problems, 

such as moving in the fastest time or consuming the least 

amount of energy [1-5]. Smart robots have shown their 

effectiveness in simple, obstacle-free environments. However, 

scientists are still researching to find more effective control 

methods in complex environments affected by external 

disturbances. These influencing factors include turbulence due 

to the unknown operating environment, random changes in the 

environment, and vehicle position error leading to the 

uncertainty of the control model, so the control method relying 

on a “clear” model would not be appropriate. In that context, 

researchers are interested in control methods based on the 

system’s input and output data. The controller is designed 

from collected input/output data, which can be offline or 

online control or can also be knowledge from the environment 

to process data sent to the controller. 

Fuzzy logic theory was proposed by Zadeh, L.A., and was 

first raised in 1965. This theory solves problems very closely 

with human thinking. Up to now, fuzzy logic theory has 

developed very strongly and applied in many life areas. Fuzzy 

logic control has also shown its suitability for application in 

mobile robot control due to its ability to calculate accurately 

and reason under conditions of uncertainty [6-11]. Some 

studies have used fuzzy logic control methods to solve the 

obstacle avoidance problem of mobile robots. In the document 

[12-15], a fuzzy logic controller is proposed to control the 

robot in real-time with the target of avoiding obstacles in an 

unknown random environment. However, the disadvantages 
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of the method are the oversampling process to handle complex 

problems and the less flexible structure. In that context, neural 

network-based control methods are proposed for research due 

to the advantages of using neural networks to self-learn and 

approximate uncertain nonlinear components in the model. 

Many studies have been proposed based on multilayer 

cognitive neural networks to classify, recognize and provide 

approximate sun functions. In [16-20], the authors introduce a 

recurrent neural network structure to track the path and 

stability of autonomous vehicles. The learning rate of this 

neural network is suitable and makes it possible for the mobile 

robot to generate a changing trajectory in the optimal time. 

Recently, a new control structure was proposed, which is a 

combination of a recurrent neural network and fuzzy logic, to 

take advantage of the advantages of each method [21-24]. 

Reinforcement Learning (RL) is one of the three main 

types of machine learning (ML) besides Supervised Learning 

and Unsupervised Learning. The nature of RL is trial and 

error, which means trying again and again and gaining 

experience after each try. Recently, RL has achieved 

remarkable achievements when DeepMind’s algorithms 

(AlphaGo, AlphaZero, AlphaStar,...) have overwhelmingly 

won against world players in games that humans once thought 

were possible. Machines will never be able to surpass Go or 

StarCraft [25,26]. Therefore, the article uses a reinforcement 

learning algorithm to learn a mobile robot’s control method 

(linear and angular velocity) to avoid collisions with obstacles 

and achieve the target. 

2. Modeling Mobile Robots 
The geometrical structure of the mobile robot is depicted 

in Figure 1. 

 
Fig. 1 Geometric structure of mobile robot 

The model of the AVs is shown as follows [21]: 

𝑃(𝑘 + 1) = 𝑃(𝑘) +  ∆𝑇 × 𝑅 × 𝑄(𝑘) (1) 

where 𝑅 = [
cos 𝜃(𝑘) 0

sin 𝜃(𝑘) 0
0 1

]; 𝑃(𝑘), 𝑃(𝑘 + 1) are the 

positions of the autonomous vehicle at time 𝑘 and 𝑘 + 1. The 

position of AV described by (𝑋, 𝑌, 𝜃), LiDAR sensor is 

responsible for measuring and collecting data. 

𝑃 =  [𝑋(𝑘), 𝑌(𝑘), 𝜃(𝑘)]𝑇 (2) 

and 𝑄(𝑘) = [𝑉(𝑘), 𝑊(𝑘)]𝑇 

{

𝑋(𝑘 + 1) = 𝑋 + 𝑉 × 𝑐𝑜𝑠 𝜃 × 𝑇
𝑌(𝑘 + 1) = 𝑌 + 𝑉 × 𝑠𝑖𝑛 𝜃 × 𝑇

𝜃(𝑘 + 1) = 𝜃 + 𝑊 × 𝑇
(3) 

Where T is the sampling time, suppose the desired 

trajectory of the Vehicle is: 

𝑃𝑟 = ℎ [𝑋𝑟(𝑘), 𝑌𝑟(𝑘), 𝜃𝑟(𝑘)]𝑇 (4) 

We have 

𝑃𝑟(𝑘 + 1) = 𝑃𝑟 + ∆𝑇 × [
cos 𝜃𝑟 0
sin 𝜃𝑟 0

0 1

] × 𝑄 (5) 

𝑃𝑟(𝑘 + 1) = 𝑃𝑟 + ∆𝑇 × [
cos 𝜃𝑟 0
sin 𝜃𝑟 0

0 1

] × [
𝑉𝑟

𝑊𝑟
] (6) 

Where 𝑄𝑟(𝑘) = [𝑉𝑟(𝑘), 𝑊𝑟(𝑘)]𝑇 

{

𝑋𝑟(𝑘 + 1) = 𝑋𝑟 + 𝑉𝑟 × 𝑐𝑜𝑠 𝜃𝑟 × 𝑇

𝑌𝑟(𝑘 + 1) = 𝑌𝑟 + 𝑉𝑟 × 𝑠𝑖𝑛 𝜃𝑟 × 𝑇

𝜃𝑟(𝑘 + 1) = 𝜃𝑟 + 𝑊𝑟 × 𝑇

(7) 

Tracking error 

𝑋𝑇𝐸(𝑘) = [𝑋(𝑘) − 𝑋𝑟(𝑘)] × 𝑐𝑜𝑠 𝜃𝑇𝐸(𝑘)
+ [𝑌(𝑘) − 𝑌𝑟(𝑘)] × 𝑠𝑖𝑛 𝜃𝑇𝐸(𝑘) 

𝑌𝑇𝐸(𝑘) = [𝑋(𝑘) − 𝑋𝑟(𝑘)] × 𝑠𝑖𝑛 𝜃𝑇𝐸(𝑘)
+ [𝑌(𝑘) − 𝑌𝑟(𝑘)] × 𝑐𝑜𝑠 𝜃𝑇𝐸(𝑘) 

𝜃𝑇𝐸(𝑘) = 𝜃(𝑘) − 𝜃𝑟(𝑘) 

(8) 

From there, we have: 

{

𝑋𝑇𝐸(𝑘 + 1) = 𝑋𝑇𝐸 × [𝑉1 − 𝑉𝑟 + 𝑌𝑇𝐸𝑊𝑟] × 𝑇

𝑌𝑇𝐸(𝑘 + 1) = 𝑌𝑇𝐸 × [𝑉2 − 𝑋𝑇𝐸𝑊𝑟] × 𝑇

𝜃𝑇𝐸(𝑘 + 1) = 𝜃𝑇𝐸 + [𝑊 − 𝑊𝑟] × 𝑇

(9) 

Where:  

𝑉1 = 𝑉𝑟(𝑘) 𝑐𝑜𝑠 𝜃𝑇𝐸(𝑘) (10) 
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𝑉2 = 𝑉𝑙(𝑘) 𝑐𝑜𝑠 𝜃𝑇𝐸(𝑘) (11) 

AV moves by two wheels, driving the right and left with 

the linear velocity of the two wheels, 𝑉𝑟 , 𝑉𝑙  respectively.  

𝑉 =
𝑉𝑟 + 𝑉𝑙

2
(12) 

𝑊 =
𝑉𝑟 − 𝑉𝑙

2𝑏
(13) 

𝑅 =
𝑉𝑟 +  𝑉𝑙

𝑏(𝑉𝑟 − 𝑉𝑙)
(14) 

Where R is the turning radius, and the surroundings are 

not clear with obstacles and targets. To design the controller, 

useful information includes the distance and angle between the 

mobile robot and the target and the distance and angle between 

the mobile robot and the nearest obstacle. Then, the observed 

model shows the following: 

𝑂(𝑘) =  [𝐻𝑡𝑎𝑟𝑔𝑒𝑡 , 𝜃𝑔, 𝐻𝑜𝑏𝑠𝑡𝑎𝑐𝑙𝑒 , 𝜃𝑜 ]
𝑇

(15) 

3. Reinforcement Learning Techniques in 

Mobile Robot Control 
In recent years, rapid development in the use of machine 

learning techniques in robot control problems has been 

witnessed. Reinforcement learning is a type of machine 

learning technique in which a system automatically learns and 

improves its behavior through interaction with the 

environment. This process is based on the principle of learning 

from feedback and rewards to maximize a predetermined 

reward function. Reinforcement learning acts as a signal for 

positive and negative behaviors. Its sole target is finding a 

suitable action pattern to increase the agent’s total cumulative 

reward.  

REINFORCAMENT

LEARNING

ALGORITHM

ENVIRONMENT

POLICY

REWARD

AGENT

ACTIONOBSERVATION

 
Fig. 2 Diagram of interaction between agent and environment in 

reinforcement learning techniques 

This learning method allows the agent to make a series of 

decisions that maximize the reward index for the task without 

requiring human intervention or explicit programming to 

achieve the task. Commonly used terms in reinforcement 

learning, as shown in Figure 2, include: 

• Environment: Environment injects a state into the 

network; The output is the Q-value of the corresponding 

actions. 

• Agent: The agent selects an action using a Policy and 

executes that action. 

• Actions: A set of methods by which an agent affects the 

environment. 

• State: The agent’s state is returned through impact on the 

environment. 

• Reward: Reward corresponding to each state the agent 

receives in the environment. 

• Episode: A cycle that includes interactions between an 

agent and the environment from start to finish. 

• Policy: Policy or a rule established for an agent to 

accomplish a target set in the environment. 

• Value Function: An agent’s assessment of the goodness 

of a state or action. Value can be calculated by predicting 

or estimating the expected value of a state or action. 

• Model: It defines the environment in which the system 

will operate. The environment can be a game, a real-world 

task, or any system with which the system needs to 

interact in order to learn. 

In RL, to evaluate the agent’s actions, we use a reward 

function. For actions such as expecting the agent to receive a 

reward, doing the opposite will result in a penalty. To 

encourage, assign a positive value when the agent performs 

the desired action; otherwise, a negative value will be assigned 

to the undesirable action. Thus, this process helps the agent 

seek the maximum reward when acting to achieve the optimal 

target. After the process of exploration, discovery and 

learning, the agent knows how to perform positive actions and 

avoid negative actions. This learning method as a way of 

directing unsupervised ML through rewards and punishments 

has been applied in AI. 

3.1. DDPG Algorithm 

DDPG is a model-independent reinforcement learning 

algorithm, online learning, using off-policy methods and 

Actor-Critic (AC) structure. Similar to Double DQN (Deep Q-

Network), the Q-value update process in DDPG is calculated 

according to the following equation: 

𝑚𝑎𝑥⏟
𝑎

𝑄𝜃𝑄
(𝑠, 𝑎) = 𝑄𝜃𝑄

(𝑠, 𝑎𝑟𝑔𝑚𝑎𝑥𝑄𝜃𝑄
(𝑠, 𝑎)) (16) 

For each state, to choose the optimal action, we build a 

neural network 𝜇𝜃𝜇
= 𝑎𝑟𝑔 𝑚𝑎𝑥⏟

𝑎

𝑄𝜃𝑄
(𝑠, 𝑎). 
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Optimizing 𝑄𝜃𝑄
 according to the network parameter 𝜃𝜇 

We get: 

𝜃𝜇 ← 𝑎𝑟𝑔 𝑚𝑎𝑥⏟
𝜃𝜇

𝑄𝜃𝑄
(𝑠, 𝜇𝜃𝜇

(𝑠)) (17) 

This optimization is calculated as the following 

expression: 
𝑑𝑄𝜃𝑄

𝑑𝜃𝜇

=
𝑑𝑄𝜃𝑄

𝑑𝜇
×

𝑑𝜇

𝑑𝜃𝜇

(18) 

Thus, in the DDPG algorithm structure, there exist two 

Actor-Critic components (Figure 3): 

Environment

Online network Target network

Replay

buffer

Target networkOnline network

Optimizer

Actor

Critic

μθμ(s)

QθQ(s,a)
 

Fig. 3 DDPG algorithm structure 

• Actor neural network represents control policy 𝜇𝜃𝜇
(𝑠); 

• The Critic neural network represents the cost function 

𝑄𝜃𝑄
(𝑠, 𝑎). 

3.2. Build and Optimize Cost Function 

Equation to update the objective function value: 

𝑦𝑖 = 𝑅𝑖 + 𝛾𝑄′(𝑠𝑖
′, 𝜇′(𝑠𝑖

′)) (19) 

The cost function for 𝑁 samples: 

𝐽 =
1

𝑁
∑(𝑦𝑖 − 𝑄(𝑠𝑖 , 𝑎𝑖))

2
𝑁

𝑖=1

(20) 

The gradient is calculated as follows: 

∇𝜃𝜇
𝐽 =

1

𝑁
∑ 𝐺𝑎𝑖𝐺𝜇𝑖

𝑁

𝑖=1

(21) 

In which, 𝐺𝑎𝑖 = ∇𝑎𝑄(𝑠𝑖 , 𝑎) is the Critic neural network 

output gradient according to variable 𝑎; 𝐺𝜇𝑖 = ∇𝜃𝜇
𝜇(𝑠𝑖) is the 

Actor neural network output gradient according to the model 

𝜃𝜇. 

4. Simulation Results 
To demonstrate the effectiveness of the proposed control 

method, validation simulations are performed in this section 

using Matlab-Simulink software. The control structure 

diagram is shown in Figure 4. We use Lidar sensors to scan 

the operating environment and detect obstacles and targets for 

mobile robots. The accuracy of environmental perception is 

limited. Therefore, the simulation area is limited to 10𝑚 ×
10𝑚 space. In an environment where obstacles and targets 

exist, the mobile robot must reach the target while avoiding 

collisions. Let 𝑣 be the linear velocity 𝜔 be the angular 

velocity of the mobile robot. Thus, the action of the agent is 

represented by vector 𝑎 = [𝑣 𝜔], and [𝑥 𝑦 𝜃] is the 

initial position of the mobile robot. The agent’s action is a 

scalar between -1 and 1. The reason we used normalized input 

for linear and angular velocity and multiplied by 

maxLinSpeed parameters and maxAngSpeed. 

 
Fig. 4 Structure diagram of autonomous robot control in Matlab Simulink 
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  Fig. 5 Schematic diagram of mobile robot path planning and tracking 

 
 Fig. 6 The mobile robot’s motion trajectory reaches the target 

 
Fig. 7 Tracking and obstacle avoidance of mobile robots 

Lidar Sensor 
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Fig. 8 Mobile robot trajectory to targets 

 
Fig. 9 Robot path planning with obstacles 

Figure 9 illustrates the robot’s motion plan, showing that 

it starts from a specified location, needs to pass through an 

area with many obstacles, and finally reaches a specific target. 

The actual trajectories show how the robot adjusts its direction 

to avoid obstacles, showing the complexity of path planning. 

Robot’s starting position: the blue point (circle) located at 

position (1, 1) represents the robot’s starting point. Target 

position: the green point (circle) located at position (8, 8) 
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represents the target the robot needs to reach. Red squares 

represent five obstacles. They are scattered in space and can 

block the robot’s path. Each obstacle is numbered from 1 to 5. 

The robot’s path, represented by a continuous green line, 

shows the direction in which the robot will move to reach the 

target. The blue dashed lines and other colors show the actual 

trajectory of the robot as it passes through the points on the 

path. This allows you to see how the robot adjusts direction to 

avoid obstacles. Figure 10 illustrates the blue line that 

represents the trajectory that the robot will travel from the 

starting point to the target. However, this trajectory may not 

be feasible because of obstacles in the way. The green dashed 

line shows the trajectory adjusted to avoid the obstacles. This 

represents the path-planning action of the robot to choose a 

safer route. This figure synthesizes information about the 

robot’s location, obstacles, and path, showing how the robot 

plans to move safely from the starting point to the target while 

avoiding obstacles. It clearly illustrates the process of 

planning and adjusting the trajectory to achieve the target in a 

complex environment. 

 
Fig. 10 Robot path planning with obstacles and curved path 

From the simulation results, we can see that the mobile 

robot has performed intelligent navigation in an environment 

with fixed obstacles, such as walls, creating awareness for the 

robot to move to its destination safely without encountering 

any problems. Finally, the robot can intelligently navigate to 

the target quickly without any collision with obstacles in both 

simple and complex environments. This is also the basis for 

evaluating the ability to implement the proposed algorithm 

and control method, which can be fully applied in practice. 

The simulation results shown in Figures 3 to 6 were performed 

using Matlab software. It can be seen that at first, the two 

neural networks, Critic NN and Actor NN, are in the learning 

process, so the results of tracking the reference trajectory of 

WMR are not good.However, after this period, the weights of 

the two neural networks converge. The controller designed for 

WMR approximates and converges to optimal tracking 

quality. This results in the WMR’s trajectory tracking quality 

increasing, and the WMR is tracking the reference trajectory 

with a tracking error of almost zero for all variables. 

5. Conclusion  
Mobile robots have been widely researched in recent 

years and have popular applications in factories, healthcare, 

defense, etc. Controlling mobile robots in unknown 

environments to reach locations, position desired targets and 

avoid obstacles accurately and safely in various complex 

environments. In this paper, the controller comprises a model 

structure designed to realize the purpose of automatic 

navigation for mobile robots.  

The research results are verified by simulation using 

Matlab-Simulink software. We can see that the control model 

with the proposed structure gives accurate and safe results 

when the robot operates. The controller provides sustainable, 
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optimal results when the robot operates in environments 

affected by external disturbances, model uncertainty, and 

obstacles. 
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