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Abstract - In recent years, social media has become a prominent medium for public expression; however, it is increasingly 

exploited to disseminate hostility, particularly against individuals, communities, and religious groups. Religious hate speech can 

cause profound societal and psychological harm, underscoring the urgent need for automated detection systems. While 

considerable progress has been made in English-language hate speech detection, limited efforts have addressed low-resource 

languages such as Gujarati. To bridge this gap, this study presents the Gujarati Hostile Posts Detection (GuHPD) dataset, 

comprising approximately 14,800 manually annotated comments aimed at identifying hostile content in Gujarati. The dataset 

supports two core tasks: (i) binary classification to differentiate hostile and non-hostile posts, and (ii) multi-class classification 

to identify hostile subtypes, including hate speech, fake news, defamation, and offensive language. Annotation reliability was 

assessed using Fleiss' Kappa, indicating substantial agreement. Several transformer-based models were evaluated, with 

Multilingual BERT demonstrating the highest performance, achieving an accuracy of 0.93 for binary classification and 0.78 for 

multi-class classification. These findings demonstrate the utility of the GuHPD dataset in advancing hostile content detection for 

underrepresented languages and provide a benchmark for future research in regional NLP applications. 

Keywords - Coarse-grained text classification, Deep Learning, Fine-grained text classification, Gujarati dataset, Hostile post.

1. Introduction  

Social media  platforms, now engaging over 4.8 billion  

users globally [1], have significantly influenced the way 

individuals communicate, share opinions, and participate in 

public discourse. However, this rapid digital expansion has 

also facilitated the widespread circulation of harmful content, 

including hate speech, misinformation, and targeted hostility. 

These platforms, including X (formerly Twitter) and 

YouTube, have increasingly been exploited to promote 

divisive narratives and attack specific individuals, 

communities, or religious groups [3]. Such online hostility has 

been associated with severe societal outcomes. A notable 

example is the amplification of violence against the Rohingya 

Muslim minority in Myanmar, where coordinated online hate 

contributed to real-world atrocities [4]. Incidents like these 

demonstrate the urgent need for robust automated systems 

capable of detecting and mitigating hostile content in real-time 

[5]. While substantial progress has been achieved in detecting 

hate speech in widely spoken languages such as English [6, 7] 

and Hindi [8-15], much of this research does not extend to 

regional or low-resource languages. Code-mixed datasets 

have also been explored to some extent [17-24], but regional 

Indian languages like Marathi [25-32], Gujarati [33-35, 39, 

42], Telugu [36], Tamil [37], Assamese [38], Sinhala  [39], 

Bengali [40], and Arabic [41] remain comparatively 

underrepresented in this domain. The increasing prevalence of 

regional language content on social media  introduces 

additional challenges in automated hostile post detection. 

These languages often lack comprehensive annotated datasets 

and pretrained models. For Gujarati in particular, existing 

tools are insufficient for the complex linguistic and cultural 

nuances present in online hostility. This gap highlights the 

pressing need to develop robust, language-specific detection 

models and datasets that can address emerging risks in low-

resource language contexts.  

1.1. Motivation and Research Gap 

The proliferation of hostility and hate speech in regional 

languages on social media, especially Gujarati, has created 

significant safety concerns. Although more than 62 million 

people speak Gujarati around the world [43], it is still not well-

studied in natural language processing (NLP). Many Gujarati 

users on social media  face harmful content such as hate 

speech, offensive language, wrong information, and abusive 

language [3]. However, very little research is available to 

detect such content in the Gujara ti language. Most earlier 

research has focused on well-known or mixed languages [6–

24], often using small datasets and basic classification tasks. 

https://www.internationaljournalssrg.org/
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In the case of Gujarati, our past studies usually deal with only 

two categories (like hostile or not-hostile) using simple  

machine learning models such as SVM, KNN, RF, etc. [33-

35], without exploring detailed types of hostile content.  

Also, there is a  lack of public datasets for Gujarati, and 

the ones that do exist often have poor annotated data. This 

study tries to solve these problems by creating a well-

annotated, high-quality dataset for detecting hostile content in 

Gujarati. It also supports two- and multi-class classification 

and shares performance results using modern transformer-

based models. 

1.2. Challenges 

There are many challenges in detecting hostile content in 

the Gujarati language. Some of the key challenges include: 

• Low-resource constraints: The language lacks large-scale 

annotated datasets and pretrained language models 

specific to its grammar and semantics [44]. 

• Context sensitivity: Hostile text often relies on cultural 

context, sarcasm, or complex language, which is difficult 

to detect using models built for high-resource languages. 

• Multilabel complexity: Moving from binary to multi-

class classification-such as identifying hate speech, fake 

news, offensive language, and defamation-brings 

significant challenges due to overlapping categories and 

mixed forms of hostility [5]. 

1.3. Contributions 

This research gives the following important 

contributions: 

• Dataset Creation: We developed the Gujarati Hostile Post 

Detection (GuHPD) dataset by collecting 14,800 

comments from X (formerly Twitter). The dataset 

underwent thorough preprocessing, manual annotation, 

and evaluation of inter-annotator agreement to ensure 

high quality. Annotations were done for both binary 

classification (hostile vs. non-hostile) and multilabel 

classification, covering categories such as Hate, Fake, 

Offensive, and Defamation. 

• Classification Tasks: 

Level 1: Binary Classification (Coarse-grained): 

Differentiating between hostile and non-hostile content. 

Level 2: Multi-class Classification (Fine-grained):  

Classifying hostile posts into four specific categories-

hate, fake, offensive, and defamation. 

• Annotation Agreement calculation: Measured using 

Fleiss’ Kappa to ensure inter-annotator reliability for both 

binary and multi-class labels. 

• Model Benchmarking: Evaluation of various transformer-

based models, with Multilingual BERT achieving 93% 

accuracy on binary classification and 78% on multi-class 

classification. 

The remainder of this paper is organized as follows:  

Section 2 reviews related work; Section 3 describes dataset 

construction and annotation methodology; Section 4 outlines 

the models used; Section 5 presents the experimental results; 

Section 6 presents the Result Analysis; Section 7 discusses 

findings; Section 8 concludes the paper. 

2. Related Work 
2.1.  Hostile Speech in Low-Resource Language  

Detecting hostile speech in low-resource languages 

presents several challenges, such as the use of slang, non-

standard spelling, grammatical inconsistencies, and context-

dependent expressions like sarcasm or emotional cues. These 

aspects make it difficult for traditional or generalized models 

to detect hostile intent accurately. The lack of annotated data 

and linguistic tools further limits research progress for many 

Indian regional languages, including Gujarati. 

2.2. Existing Research across Languages  

In high-resource languages such as Hindi and English , 

numerous studies have demonstrated the effectiveness of deep 

learning and transformer-based approaches in classifying 

hostile content. For Hindi, models like CNN, LSTM, and 

BERT, combined with embeddings such as FastText and 

word2vec, have shown considerable success. Several 

benchmark datasets-like Constraint@AAAI2021-have 

enabled both coarse-grained and fine-grained hostile post 

classification tasks [9]. For example, Sreelakshmi K. [45] used 

FastText along with word2vec and doc2vec embeddings in 

Hindi-English code-mixed text, finding character-level 

features more effective than word-level representations.  

Kamble [22] applied CNN, LSTM, and BiLSTM for hate 

speech detection in code-mixed datasets, demonstrating the 

capability of deep neural models to learn semantic and 

contextual patterns. Chavan et al. [25] used transformer 

models such as MuRIL and MahaTweetBERT for offensive 

language detection in Marathi, achieving high macro F1-

scores on datasets like HASOC 2021 and HASOC 2022. Table 

1 compares various studies across languages, including their 

methodology, feature extraction techniques, datasets, 

evaluation metrics, and target labels. These studies confirm 

that transformer-based models tend to outperform traditional 

machine learning techniques, particularly in tasks involving 

nuanced or context-sensitive content. 

2.3. Research Gap 

Although Gujarati is India 's sixth most spoken language, 

it remains a low-resource language in terms of publicly  

available datasets and NLP tools for hostile content detection. 

Research focusing on Gujarati is limited, with very few 

contributions addressing even binary classification of hostile 

content. Our previous study represents one such attempt, 

which evaluated machine learning models like SVM using 

Bag-of-Words and TF-IDF for baseline hostile post detection 

on a 10,000-comment dataset. 
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Table 1. Comparison of various hostile post detection in various languages 

Reference Language Approach 
Feature 

Extraction 
Dataset 

Evaluation 

Metric 
Labels 

[45] 
Hindi-English 

(code-mixed) 
SVM, RBF 

word2vec, 

doc2vec 

Twitter, Facebook  

(10,000) 

Accuracy,  

F1-Score 
Hate, Non-Hate 

[25] Marathi 
BERT (MuRIL, 

MahaTweetBERT) 
N/A 

HASOC 2021, 2022 

(54,970) 

Macro  

F1-Score 

Offensive, Non-

Offensive 

[9] Hindi CNN, LSTM, BERT FastText 
Constraint@AAAI2021 

(8192) 

Weighted  

F1-Score 

Hostile, Non-Hostile, 

Hate, Defamation, 

Offensive 

[22] 
Hindi-English 

(code-mixed) 

CNN-1D, LSTM, 

BiLSTM 
N/A Twitter (255,309) F1-Score Hate, Non-Hate 

[41] Arabic 
CNN, RNN, GRU, 

BERT 

Character n-

gram 
Twitter (9316) 

AUROC,  

F1-Score 
Hateful, Abusive 

[46] English 
BERT, Roberta, 

DistilBERT 
TF-IDF COVID-19 datasets F1-Score 

Extremist, Non-

Extremist 

[40] Bengali 
SVC, RF,  

CNN-LSTM 
TF-IDF Facebook (42,036) 

Accuracy,  

F1-Score 

Political, Religious, 

Sexual 

[10] Hindi 
SVM, KNN,  

Naive Bayes 

BoW,  

TF-IDF 
Collected (5884) 

Accuracy,  

F1-Score 
Hate, Non-Hate 

 

That work explored emoji-based analysis and coarse-

grained categorization but lacked multi-class classification 

and advanced model architectures. There is no prior work 

focusing on fine-grained classification of hostility (e.g., hate, 

fake, offensive, defamation) in Gujarati. Furthermore, 

religious hostility, a  particularly sensitive category of online 

hate, has not been examined in the Gujarati context , unlike in 

other languages where Islamophobia or religious hate is 

sometimes the sole focus. Existing models and datasets are 

generally trained for high-resource languages or code-mixed 

datasets, leaving a noticeable void in Gujarati NLP research. 

2.4. Significance of Our Study 

To address these gaps, our current work introduces a 

novel annotated dataset designed specifically for hostile post 

detection in Gujarati. This dataset includes approximately 

14,800 comments manually labeled for both binary and fine-

grained multi-class classification. It is the first of its kind to 

focus on hostile content targeting religious groups in the 

Gujarati language, thus opening new avenues for research and 

practical deployment of content moderation tools for this 

linguistic community. By evaluating transformer-based 

models on this dataset and benchmarking their performance, 

we provide essential resources and insights that can guide 

future developments in hate speech detection for 

underrepresented languages. 

3. Dataset Curation 
3.1. Data Collection and Pre-Processing                

We collected X (formerly known as Twitter) data using 

90 distinct keywords chosen to capture significant events in 

Gujarat over the past five years-Figures 1 and 2 present word 

clouds of these keywords in English and Gujarati, 

respectively. To ensure balanced data, we collected an equal 

number of comments for each keyword, following X's limit of 

3,200 comments per keyword search. The data collection  

spanned from 2017 to 2022 using these identified keywords.  

The comments were then compiled into a single CSV file 

for model training and analysis. The dataset captures user 

comments on both positive and negative events in Gujarat 

over the past five years, covering various domains such as 

Sports and Entertainment, Government and Politics, 

International Relations, Literature and Safety, Environment 

and Climate, Law and Justice, Economy and Business, and 

Miscellaneous Events, as depicted in Figure 3.  

The preprocessing is necessary due to the high noise in 

the data  from X (formerly known as Twitter). The model 

preprocessing steps are explained in detail in our previous 

research. Data  augmentation through translation is employed 

to increase the training dataset and improve classification 

performance. Posts are first translated from Gujarati to 

English and then back to Gujarati using the Google Translate 

API [48], creating diverse linguistic expressions while  

maintaining the original context.  

To evaluate the accuracy of the translation, the 

Levenshtein distance [47] is used to measure the similarity  

between the original and back-translated Gujarati posts. The 

average translation accuracy score, based on the Levenshtein 

distance, is 74.32%. This score reflects the reliability of the 

augmented data in preserving the core meaning, which in turn 

aids in enhancing the classification model's performance. 
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Fig. 1 Wordcloud of Gujarati good and bad keywords in Gujarati 

 
 Fig. 2 Wordcloud of Gujarati good and bad keywords in English

                     Fig. 3  Data collection domain 

3.2. Data Annotation 

Figure 4 displays the login page of the application, where 

users enter their credentials to access the system.  

Figure 5  shows the data annotation page for the Non-

Hostile category, where users annotate comments as non-

hostile.  

Figure 6 presents the data annotation page for the Hostile 

category, where users classify comments as a hostile 

subcategory (Hate, Fake, Offensive and Defamation). 
 

Fig. 4 Login page 
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Fig. 5 A screenshot of the data annotation page (non-hostile category) 

 
Fig. 6 A screenshot of the data annotation page (hostile category) 

The following annotation schema was adopted for our 

research, guiding annotators through two subtasks to classify 

comments into appropriate categories: 

3.2.1. Subtask 1 (Binary Classification) 

For the first subtask, comments are classified into two 

categories: 

Hostile 

Comments fall under the 'Hostile' category if they meet 

one or more of the following criteria: 

• Comments that exhibit aggressive or provocative 

behavior intended to incite conflict. 

• Comments that aim to incite violence or hostility towards 

individuals or groups based on identity attributes. 

• Comments that use disrespectful, vulgar, or inflammatory 

language aimed at degrading individuals or groups. 

Non-Hostile 

Comments that do not show hostility or aggression, are 

respectful in tone, and do not provoke any form of hatred or 

violence. 

3.2.2. Subtask 2 (Multi-class Classification) 

If a  comment is labeled as 'Hostile' in Subtask 1, it is 

further classified into one or more of the following categories:  

Hate Post 

Comments that show anger, encourage violence, or create 

dislike against certain groups based on their religion, caste, 

race, or area. These posts may also try to cause trouble or 

increase conflict in society. 

Fake Post 

Statements or claims that are not true and do not have real 

facts, no matter what the speaker means. These often cause 

false information to spread and confuse people. 

Offensive Post 

Comments that have rude, insulting, or bad language 

aimed at people or groups. These remarks may try to shame, 

make fun of, or disrespect others without always causing hate. 

Defamation Post 

Comments that include false or unsupported claims about 

a person or organization meant to harm their reputation or 

trustworthiness. 

Notes for Annotators, 

• Some comments may be assigned to multiple 

subcategories. For instance, a single post may include 

both offensive and hateful elements. 

• Comments identified as Non-hostile in Subtask 1 should 

not proceed to this stage, as they do not exhibit harmful 

or aggressive intent. 

This classification scheme ensures a systematic and 

detailed annotation process, enabling more accurate modeling 

of various forms of online hostility in the Gujarati language 

context. 

3.3. Example of Annotated Dataset 

This section explains examples from both subtasks to 

enhance comprehension. 

3.3.1. Subtask 1 

Hostile 

Comment: “BJP સરકાર માાં પોલીસ ન ેપોતાની માાં બહેનો 
ની પણ ઇજ્જત લ ાંટવાની સત્તા છે. જયભારત” 

Translation: "In the BJP government, the police have the 

power to disrespect their mothers and sisters. Jai Bharat." 

Category: Hostile. 

Explanation: This statement demonstrates aggressive and 

accusatory language directed at authorities, classifying it as 

hostile. 

Non-Hostile 

Comment: “આમ આદમી પાટી મોરબી દ્વારા પ્રભાબેન  

રમેશભાઈને ઉપપ્રમ ખની જવાબદારી સોપાઈ” 
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Translation: "The Aam Aadmi Party has assigned 

Prabhaben Rameshbhai the responsibility of the Vice 

President in Morbi." 

Category: Non-hostile 

Explanation: This comment simply states a fact about a 

political appointment without. 

Hate 

Comment: “જમ્મ  કાશ્મીરઃ અનાંતનાગ એન્કાઉન્ટરમાાં 2 

આતાંકવાદી ઠાર મરાયા, સર્ચ ઓપરેશન હજ  પણ શર  
#Jammukashmir #CGNews” 

Translation: "Jammu Kashmir: 2 terrorists were killed in 

an encounter in Anantnag, search operation still ongoing." 

Category : Hate 

Explanation: This comment mentions violence and 

terrorism, reflecting an incitement of hate towards a particular 

group. 

Fake 

Comment: “ફ્રી...ફ્રી...ફ્રી...ફ્રી...ફ્રી..ફ્રી... આમ આદમી પાટી 
તરફથી ગ જરાતની જનતા માટે ખાસ ફ્રી.. ફ્રી...ફ્રી...કોમ્બો ઓફર... 

આમ આદમી પાટી ને વોટ આપો અને મફત ૩૦૦ ય નનટ વીજળી 
જોડે નવધમીઓ નો આતાંક ફ્રી...” 

Translation: "Free...Free...Free...Free...Free...Free... A 

special free offer from the Aam Aadmi Party for the people of 

Gujarat.  

Vote for the Aam Aadmi Party and get 300 units of free 

electricity along with free terror from non-Hindus..." 

Category: Fake 

Explanation: This comment contains exaggerated claims 

about offers from a political party, presenting misinformation. 

Offensive 

Comment: “@BJPHardikPatel1 આમ આદમી પાટી ઠગ 

પાટી છ.ે.     ” 

Translation: "@BJPHardikPatel1 The Aam Aadmi Party 

is a cheating party..      " 

Category: Offensive 

Explanation: This comment uses disrespectful language 

to describe a political party, expressing disdain. 

Defamation 

Comment: “@Wish_3025 એના નાંબર સરકારી મ તરડી મા 
લખી નાખવા.. પછી એ જાણે ને એનો ભાવ..... નોટી અમેરરકા.. 
                                                             ” 

Translation: "@Wish_3025 Write his number in the 

government office... then he will know his worth..... dirty 

American..                                                              " 

Category: Defamation 

Explanation: This comment makes derogatory remarks 

about an individual, harming their reputation. 

3.4. Inter-Annotation Agreement  

Before we use the GuHPD dataset for research on hostile 

posts, it is important to check how well the annotations were 

done. This check helps us understand how consistently the 

annotators labeled the comments. We use a method called 

inter-annotator agreement to measure this, which looks at two 

main things: 

1. How much agreement or disagreement there is among the 

annotators when they label the comments. 

2. How much of the agreement or disagreement might 

happen by chance? 

To measure this, we use Fleiss' Kappa [49], a  tool for 

checking agreement when three or more annotators work with 

different categories. Since our dataset has two tasks with  

different categories-two in the first task and four in the second-

we use Fleiss' Kappa to calculate the level of agreement 

among the annotators. The Fleiss' Kappa score ranges from -1 

to 1, providing a measure of inter-annotator agreement. A 

score of 0 or lower indicates that there is no agreement among 

the annotators. Scores between 0.01 and 0.20 reflect slight 

agreement, while scores ranging from 0.21 to 0.40 suggest fair 

agreement. Moderate agreement is represented by scores from 

0.41 to 0.60, and scores between 0.61 and 0.80 indicate 

substantial agreement. Finally, scores ranging from 0.81 to 

1.00 signify almost perfect agreement among the annotators. 

In our case, the Fleiss' Kappa score for the first task was 0.69, 

showing good agreement among the annotators. For the 

second task, the score was 0.56, reflecting moderate 

agreement. These results show that while the annotators 

generally agreed, there was still some difference in how they 

interpreted the comments. This highlights the need for 

ongoing training and improvements to the annotation 

guidelines to make the labeling process even better. 

3.5. Dataset Statistics 

Table 2 indicates the distribution of comments across 

different categories, showing the initial dataset sizes, sizes 

after data augmentation, and sizes after removing duplicates 

for each category.  
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The dataset contains a total of 14,682 comments 

categorized into six distinct types: Non-Hostile, Hostile, Fake, 

Offensive, Defamation, and Hate. It provides insights into the 

prevalence of these categories, along with data augmentation 

and deduplication statistics to enhance the dataset for analysis. 

Table 2. Dataset count category-wise for augmented and non-augmented data 

Data category Dataset size Dataset size after augmentation 
Data size after removing 

duplicates 

Non-Hostile 7400 14800 14749 

Hostile 7282 14564 12865 

Fake 244 488 487 

Offensive 348 696 683 

Defamation 511 1022 1012 

Hate 964 1928 1913 

Figure 7 illustrates the character and word count of posts 

within the dataset, providing an overview of the length and 

verbosity of the comments analysed. Figure 8 displays the 

count of punctuation marks, hashtags, and mentions present in 

social media posts, highlighting the usage of these elements in 

the dataset. 

 
Fig. 7 Character and word count of the post 

4. Computational Models 
Figure 9 illustrates the block diagram of the proposed 

approach for hostile post detection. It outlines the key steps, 

from data preprocessing to classification using transformer-

based models for detecting hostile content. We used several 

state-of-the-art models, including DistilBERT, mBERT, 

XLNet, DeBERTa, RoBERTa, and Gujarati-specific models 

like GujaratiBERT. These models were selected for their 

robustness in NLP tasks. However, the best-performing model 

for our data is still unknown. The results of our experiments 

will determine which model performs best for hostile post 

detection in Gujarati. 

 
Fig. 8 Count of punctuation, hashtags and mentions in social media post 
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Fig. 9 Block diagram of proposed approach 

4.1. DistilBERT [50] 

A smaller, faster, and lighter version of BERT, 

DistilBERT retains 97% of BERT’s language understanding 

while being 60% faster and requiring fewer parameters. It is 

pre-trained using a knowledge distillation method to compress 

BERT's architecture while maintaining accuracy. 

4.2. MultilingualBERT(mBERT) [51] 

mBERT is a multilingual version of BERT pre-trained on 

the Wikipedia corpus of 104 languages, including Gujarati. It 

supports text classification and other NLP tasks across 

multiple languages, providing strong performance in cross-

lingual tasks. 

Input Formatting 

Hostile Post 

Input social media  

 Text with label 

Tokenization 1. Input IDs (tokenized post) 
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    pairs). 
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4.3. XLNet [52] 

XLNet is an extension of the Transformer-XL 

architecture that incorporates bidirectional context learning. 

Unlike BERT, which predicts masked tokens independently, 

XLNet uses a permutation-based training method to capture 

dependencies between tokens. 

4.4. DeBERTa [53] 

Decoding-enhanced BERT with disentangled attention 

(DeBERTa) improves on BERT by using disentangled 

attention mechanisms and enhanced position encoding, 

resulting in better performance on various NLP benchmarks 

compared to BERT and RoBERTa. 

4.5. RoBERTa [54] 

Robustly optimized BERT approach (RoBERTa) 

improves BERT by optimizing hyperparameters and training 

on a larger dataset for longer periods. It removes the Next 

Sentence Prediction task and uses dynamic masking, 

achieving better performance on several NLP tasks. 

4.6. GujaratiBERT [55] 

GujaratiBERT is a BERT model made especially for the 

Gujarati language. It is trained on a large amount of Gujarati 

text, which helps it understand the language better than 

general multilingual models. This model is created to work 

well on tasks that involve the Gujarati language In Natural 

Language Processing (NLP). 

4.7. L3cube-Pune/Gujarati-Bert [56] 

This BERT model is specially fine-tuned for Gujarati by 

L3Cube Pune. It is trained on a large amount of Gujarati text 

and is useful for tasks like sentiment analysis and text 

classification in Gujarati. 

4.8. L3cube-Pune/Gujarati-Sentence-Bert-Nli [57] 

This version of BERT is fine-tuned for sentence-level 

tasks in Gujarati, such as understanding sentence meaning 

(natural language inference) and finding sentence similarities. 

It uses sentence embeddings to improve performance on these 

tasks. 

4.9. Google-Bert/Bert-Base-Multilingual-Cased [51] 

This model is the cased version of Google’s multilingual 

BERT (mBERT), trained on texts from more than 100 

languages, including Gujarati. It keeps uppercase and 

lowercase letters separate and uses data from many languages. 

This helps it work well on different language tasks and makes 

it useful for handling multiple languages at once. 

4.10. Google/Muril-Base-Cased [59] 

MuRIL is a multilingual model trained by Google 

specifically for Indian languages. It is trained on both 

translation and transliteration tasks and includes 17 Indian 

languages along with English, improving on mBERT for 

Indian language tasks. 

4.11. L3cube-Pune/Marathi-Bert [60] 

A BERT model fine-tuned for Marathi language tasks, 

similar to l3cube-pune/gujarati-bert. It is trained on a large 

Marathi dataset and is designed for various NLP applications 

like sentiment analysis and text classification in Marathi. 

4.12. Google-Bert/Bert-Large-Uncased [61] 

This is a larger version of the original BERT model with  

more layers and parameters (24 layers and 340M parameters), 

trained on uncased text (where lowercase and uppercase letters 

are treated the same), making it suitable for more complex 

tasks requiring deeper language understanding. 

5. Results 
In Table 3, Multilingual BERT demonstrates the best 

performance for coarse-grained classification of Gujarati text. 

It achieves the highest accuracy, precision, recall, and F1 

score, reaching an accuracy of 0.89 at Epoch 4, with precision, 

recall, and F1 scores of 0.86, 0.93, and 0.89, respectively. This 

outstanding performance indicates that Multilingual BERT 

effectively handles the linguistic nuances and complexity 

present in Gujarati hostile post detection. While models like 

DistilBERT and GujaratiBERT a lso show strong and stable 

results, their scores are slightly lower compared to 

Multilingual BERT. Models such as XLNet and DeBERTa 

perform relatively worse, suggesting they may not generalize 

as effectively on this dataset. Figure 10 shows a comparison 

of how different transformer-based models perform on 

Gujarati text classification at the coarse-grained level. The 

chart shows all models' accuracy, precision, recall, and F1-

score, making it easy to compare their results. Multilingua l 

BERT gives the best result, showing that it works well for this 

task. 

Table 3. Result of the transformer model for coarse-grained classification on Gujarati data 

BERT model Epoch Accuracy Precision Recall F1 score 

Distilebert [50] 

1 0.87 0.88 0.85 0.87 

2 0.88 0.86 0.90 0.88 

3 0.88 0.85 0.92 0.88 

4 0.88 0.84 0.93 0.88 

Multilingual [51] 1 0.87 0.85 0.91 0.88 
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2 0.88 0.85 0.93 0.88 

3 0.88 0.85 0.92 0.89 

4 0.89 0.86 0.93 0.89 

Xlnet [52] 

1 0.79 0.74 0.89 0.81 

2 0.78 0.78 0.78 0.78 

3 0.79 0.78 0.82 0.81 

4 0.81 0.79 0.81 0.81 

Deberta [53] 

1 0.66 0.61 0.92 0.73 

2 0.71 0.66 0.84 0.74 

3 0.69 0.64 0.87 0.74 

4 0.87 0.70 0.88 0.75 

Roberta [54] 

1 0.72 0.65 0.95 0.77 

2 0.75 0.69 0.89 0.78 

3 0.76 0.70 0.91 0.79 

4 0.77 0.72 0.88 0.79 

GujaratiBERT [55] 

1 0.86 0.86 0.86 0.86 

2 0.86 0.86 0.86 0.86 

3 0.85 0.85 0.85 0.85 

4 0.86 0.86 0.86 0.86 

l3cube-pune/gujarati-bert [56] 

1 0.79 0.79 0.80 0.79 

2 0.80 0.80 0.79 0.80 

3 0.80 0.79 0.80 0.80 

4 0.80 0.80 0.80 0.80 

l3cube-pune/gujarati-sentence-bert-nli [57] 

1 0.76 0.76 0.76 0.76 

2 0.76 0.76 0.76 0.76 

3 0.77 0.77 0.77 0.77 

4 0.77 0.77 0.77 0.77 

google-bert/bert-base-multilingual-cased [51] 

1 0.66 0.66 0.66 0.66 

2 0.67 0.67 0.67 0.67 

3 0.67 0.67 0.67 0.67 

4 0.67 0.67 0.67 0.67 

google/muril-base-cased [59] 

1 0.49 0.49 0.49 0.49 

2 0.50 0.50 0.50 0.50 

3 0.49 0.49 0.49 0.49 

4 0.50 0.50 0.50 0.50 

l3cube-pune/marathi-bert [60] 

1 0.66 0.66 0.66 0.66 

2 0.66 0.66 0.66 0.66 

3 0.67 0.67 0.67 0.67 

4 0.67 0.67 0.67 0.67 

google-bert/bert-large-uncased [61]  1 0.50 0.50 0.50 0.50 
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2 0.51 0.51 0.51 0.51 

3 0.50 0.50 0.50 0.50 

4 0.51 0.51 0.51 0.51 

We perform various experiments to fine-tune the 

hyperparameters of the Multilingual BERT (mBERT) model. 

The tuning process involved adjusting the learning rate, batch 

size, number of epochs, optimizer, and loss function to 

improve model performance. Learning rates tested included 

1e-5, 2e-5, 3e-5, 4e-5, and 5e-5, and we experimented with  

batch sizes of 32 and 64. The AdamW optimizer was selected 

because of its ability to manage sparse gradients and apply 

weight decay effectively, which is beneficial for training 

transformer models like mBERT. For the loss function, we 

used cross-entropy loss, as it is well-suited for classification 

tasks and helps in evaluating how well the predicted class 

probabilities match the actual labels. Other optimizers, such as 

Stochastic Gradient Descent (SGD) [2] and Root Mean Square 

Propagation (RMSprop) [58], were not chosen due to slower 

convergence rates. Additionally, mean squared error [16] was 

deemed unsuitable for classification tasks, as it is more 

appropriate for regression problems. Additionally, we 

explored the impact of data augmentation to improve 

generalization. We conducted experiments for both coarse-

grained binary classification (Hostile vs. Non-hostile) and 

fine-grained multilabel classification (Hate, Fake, Offensive, 

and Defamation). The experiments provide insights into how 

these factors affect mBERT's performance across multilingual 

tasks. Detailed results and findings are presented in the 

following sections. 

Fig. 10 Comparison of transformer models on Gujarati hostile post detection

5.1. Experiment for Coarse-Grained Classification  

5.1.1. Experimental Result 1: Analyze the Effect of Learning 

Rate on Model Fine-Tuning 

We performed experiments to determine the optimal 

learning rate for fine-tuning a pretrained BERT model on the 

hostile post detection task, testing values between 1e-5 and 5e-

5. Table 4 summarizes the model's performance across these 

learning rates. The learning rate of 2e-5 consistently yielded 

the highest accuracy, precision, recall, and F1 score across 

multiple epochs, showing steady improvement with minimal 

training loss. In contrast, higher learning rates, such as 3e-5 

and 5e-5, caused slight fluctuations in performance. Thus, 2e-

5 proved to be the most effective, offering the best balance 

between model performance and stability. 
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Table 4. Experiment result for coarse-grained classification with changing learning rate 

Epoch Learning Rate Accuracy Precision Recall F1 score Training Lose 

1 1e-5 0.87 0.82 0.94 0.88 0.36 

2 1e-5 0.87 0.85 0.91 0.88 0.22 

3 1e-5 0.88 0.85 0.92 0.88 0.18 

4 1e-5 0.88 0.85 0.92 0.88 0.15 

1 2e-5 0.86 0.84 0.89 0.87 0.35 

2 2e-5 0.87 0.85 0.90 0.88 0.23 

3 2e-5 0.88 0.86 0.90 0.88 0.19 

4 2e-5 0.88 0.87 0.90 0.88 0.16 

1 3e-5 0.87 0.86 0.89 0.88 0.32 

2 3e-5 0.87 0.87 0.87 0.87 0.23 

3 3e-5 0.87 0.86 0.90 0.88 0.19 

4 3e-5 0.88 0.85 0.91 0.88 0.16 

1 4e-5 0.86 0.80 0.95 0.87 0.38 

2 4e-5 0.87 0.81 0.95 0.88 0.25 

3 4e-5 0.87 0.82 0.95 0.88 0.21 

4 4e-5 0.88 0.83 0.95 0.88 0.19 

1 5e-5 0.87 0.85 0.89 0.87 0.34 

2 5e-5 0.87 0.83 0.94 0.88 0.24 

3 5e-5 0.88 0.83 0.94 0.88 0.20 

4 5e-5 0.87 0.85 0.91 0.88 0.18 

Table 5. Model performance check by increasing the epoch 

Epoch Learning Rate Accuracy Precision Recall F1 score Training Lose 

5 2e-5 0.88 0.87 0.91 0.88 0.13 

10 2e-5 0.88 0.86 0.91 0.88 0.04 

15 2e-5 0.88 0.86 0.91 0.89 0.02 

20 2e-5 0.88 0.87 0.91 0.89 0.017 

25 2e-5 0.88 0.87 0.91 0.89 0.015 

5.1.2. Experimental Result 2: Analyze the Effect of Epoch on 

Model Fine-Tuning 

Table 5 presents the results of the model's performance 

with varying epochs. Increasing epochs improves metrics like 

accuracy, precision, recall, and F1 score, with performance 

stabilizing around 25 epochs. We chose 25 epochs as it 

balances training time and model effectiveness. The model 

does not show signs of overfitting or underfitting, as the 

training loss decreases consistently while performance metrics 

remain stable. Therefore, the model fits this epoch value well. 

5.1.3. Experimental Result 3: Analyze the Effect of Batch Size 

on Model Fine-Tuning 

Table 6 shows that the model performs similarly with  

both batch sizes (64 and 32), maintaining high accuracy, 

precision, recall, F1 score, and ROC AUC score. Batch size 

64 consistently shows slightly lower training loss compared to 

batch size 32. However, the performance metrics remain 

stable across epochs, indicating that both batch sizes are 

effective. Therefore, batch size 64 is preferable due to slightly 

faster convergence with similar performance. 

Table 6.  Model performance check by changing the batch size value 

Epoch Batch Size Accuracy Precision Recall F1 score Training Lose ROC AUC Score 

1 64 0.88 0.84 0.94 0.88 0.37 0.88 

2 64 0.88 0.83 0.95 0.89 0.23 0.88 

3 64 0.88 0.84 0.94 0.89 0.18 0.88 

4 64 0.88 0.84 0.94 0.89 0.15 0.88 

1 32 0.86 0.84 0.89 0.87 0.35 0.86 

2 32 0.87 0.85 0.90 0.88 0.23 0.87 

3 32 0.88 0.86 0.90 0.88 0.19 0.88 

4 32 0.88 0.87 0.90 0.88 0.16 0.88 
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5.1.4. Experimental Result 4: Analyze the Effect of Data 

Augmentation on Model Fine-Tuning 

Table 7 and Figure 11  illustrate the impact of data 

augmentation on the fine-tuning performance of the model 

across various epochs. Data augmentation consistently 

enhances all key evaluation metrics-accuracy, precision, 

recall, and F1 score-compared to training without 

augmentation. This improvement is particularly noticeable at 

higher epochs (15 and 20), where the model trained with  

augmented data achieves peak performance, with accuracy 

reaching 0.93 and F1 score at 0.93. The augmentation strategy 

effectively mitigates class imbalance by providing the model 

with more diverse examples of minority classes (hostile posts) 

often underrepresented in real-world datasets. As a result, the 

model generalizes better and reduces bias toward majority 

classes. This is further supported by the decreasing training 

loss values when data augmentation is applied, indicating 

improved learning stability and convergence. These results 

demonstrate that data augmentation plays a vital role in 

enhancing model robustness and balanced performance, 

especially in tasks such as hostile post detection, where class 

distribution is skewed. 

Table 7.  Model performance comparison for augmented and non-augmented data 

Epoch Data Augmentation Accuracy Precision Recall F1 score Training Lose 

5 No 0.88 0.87 0.91 0.88 0.13 

5 Yes 0.90 0.89 0.92 0.90 0.08 

10 No 0.88 0.86 0.91 0.88 0.04 

10 Yes 0.92 0.91 0.93 0.92 0.02 

15 No 0.88 0.86 0.91 0.89 0.02 

15 Yes 0.93 0.92 0.94 0.93 0.01 

20 No 0.88 0.87 0.91 0.89 0.01 

20 Yes 0.93 0.92 0.94 0.93 0.01 

Fig. 11 Impact of data augmentation on model performance at epoch 20, showing improved accuracy, precision, recall, and f1 score 

5.2. Experiment for Fine-Grained Classification 

In this section, we present the experimental results for 

fine-grained classification. 

5.2.1. Experimental Result 1: Analyze the Effect of Data 

Augmentation on Model Fine-Tuning 

Table 8 and Figure 12 present a comparative analysis of 

model performance with and without data augmentation over 

10 epochs of fine-tuning. The results demonstrate that 

applying data augmentation significantly enhances the 

model’s learning process and overall performance metrics. 

Specifically, the model trained with data augmentation shows 

consistent improvement across all evaluation metrics-

accuracy, precision, recall, and F1 score-culminating in a 

highest accuracy of 0.70 and a training loss of 0.11 at the 10th 

epoch.  
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In contrast, the model trained without data augmentation 

peaks at a  maximum accuracy of 0.57 with a noticeably higher 

training loss of 0.29 at the same epoch. This comparison 

indicates that data augmentation not only accelerates 

convergence during training but also improves the model’s 

ability to generalize to unseen data. The performance gap 

becomes particularly pronounced in the later epochs, 

underscoring the effectiveness of data augmentation in fine-

tuning deep learning models for fine-grained classification 

tasks. 

Table 8.  Model performance for fine-grained classification without augmented data and with augmented data 

Epoch Data Augmentation Accuracy Precision Recall F1 score Training Lose 

1 No 0.48 0.48 0.48 0.48 1.26 

2 No 0.48 0.48 0.48 0.48 1.20 

3 No 0.52 0.52 0.52 0.52 1.14 

4 No 0.54 0.54 0.54 0.54 0.99 

5 No 0.55 0.55 0.55 0.55 0.87 

6 No 0.55 0.55 0.55 0.55 0.71 

7 No 0.56 0.56 0.56 0.56 0.60 

8 No 0.56 0.56 0.56 0.56 0.47 

9 No 0.57 0.57 0.57 0.57 0.36 

10 No 0.57 0.57 0.57 0.57 0.29 

1 Yes 0.55 0.55 0.55 0.55 1.22 

2 Yes 0.57 0.57 0.57 0.57 1.02 

3 Yes 0.59 0.59 0.59 0.59 0.85 

4 Yes 0.61 0.61 0.61 0.61 0.66 

5 Yes 0.63 0.63 0.63 0.63 0.50 

6 Yes 0.65 0.65 0.65 0.65 0.34 

7 Yes 0.66 0.66 0.66 0.66 0.22 

8 Yes 0.68 0.68 0.68 0.68 0.16 

9 Yes 0.69 0.69 0.69 0.69 0.16 

10 Yes 0.70 0.70 0.70 0.70 0.11 
 

 
Fig. 12 Performance comparison at epoch 10 with (orange) and without (blue) data augmentation, highlighting superior results with augmentation 

6. Error Analysis 
6.1. Result Analysis for Fine-Grained Classification 

In this section, we analyze the misclassifications made by 

the coarse-grained classification model, providing examples 

of both correct and incorrect predictions. Table 9 shows the 

correct predictions, while Table 10 highlights the incorrect 

predictions, with justifications for why the model failed to 

classify them accurately.
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Table 9. Example of correct prediction by coarse-grained classification model (1: Hostile, 0: non-hostile) 

Post Actual Predicted 

લ ાંટ સરકાર 

Translation: Loot government 
1 1 

સરકાર ખોટી છ ેઆવા કાયદા નો હોય 

Translation:The government is wrong; laws like these should not exist. 
1 1 

આવા નાલાયક પ ત્રોને કડક સજા મળવી જોઈએ 

Translation:Such incompetent sons should be given strict punishment. 
1 1 

પોલીસ એક સાર ાં કામ કરે છે 
Translation: The police are doing a good job. 

0 0 

જેલ ભેગા કરો એટલે ખબર પડે 

Translation: If the jails are filled, then they will understand. 
1 1 

ઇસ દાન ભાઈ ન ેખ બ ખ બ અભભનાંદન આમ આદમી પાટી જજિંદાબાદ ખેડૂત ભાઈઓ જજિંદાબાદ 

Translation: Congratulations to Isudan Bhai. Long live the Aam Aadmi Party, long live the farmer 

brothers! 

0 0 

સરકાર ગમે ત ેઆવે મોંઘવારી નહીં ઘટે આ વાત સાર્ી છ ે

Translation: No matter what the government does, inflation will not decrease – this is true. 
1 1 

હવૅ ખૉટીના પૅટના શ  થાવ શૉ 
Translation: Now, what will happen to the false narratives? 

1 1 

પાટીદાર સમાજ ફરી આંદોલન કરી જ દયો 
Translation: The Patidar community will once again start a  movement. 

1 1 

ચ ાંટણી આવતા જ પાટીદાર સમાજ હીલોરે ર્ડવા ની તૈયારી કરી લાગે છે 
Translation: It seems that as the elections approach, the Patidar community is preparing to rise up. 

1 1 

Table 10. Example of incorrect prediction by coarse-grained classification model (1: Hostile, 0: non-hostile) 

Post Actual Predicted Justification 

માણસ માણસાઈ ભભૂલયો સ ેએટલે આવ ાં કરે બાકી ખાખી તો આજ સે 
ન ેકાલ નથી ભાઈ ભગવાન નો તો ડર રાખો વાલા 

Translation: When a person forgets humanity, this is what 

happens. Otherwise, the police are here today, not tomorrow, 

brother. Fear God. 

1 0 

This tweet's intention is directed 

at the police, but it is written in 

an indirect manner, causing it to 

be incorrectly classified. 

બરાબર છે મેહ લભાઈ બ ટલેગરો ન ેપકડે તો હપ્તા કોણ આપે 
Translation: Correct, Mehulbhai. If the bootleggers are caught, 

who will pay the extortion? 

1 0 

This tweet criticizes the 

Mehulbhai work, but the model 

cannot understand due to the 

implicit insult. 

અંગે્રજોની ભાગલા પાડો અને રાજ કરોની નનતી અપનાવી પાટીદાર 

આંદોલન તોડવા ગયેલી ભાજપને જડબાતોડ જવાબ મળ્યો છ ે

Translation: The BJP, which went to break the Patidar 

movement, got a strong response after adopting the British 

strategy of dividing and ruling. 

1 0 
The model is unable to 

understand proverbs and quotes. 

ર્ાટને વાલે લોગ દેશભક્તત કી બાત ના કરે મ હ ખોલ કે      મ હ લે લે 

Translation: People who lick boots should not talk about 

patriotism. Open your mouth and take a stand. 

1 0 

This Hindi sentence is written in 

Gujarati, so the model cannot 

understand. 

સાાંસદ શ્રી @CRPaatil દ્વારા "हर घर तिरंगा, हर गााँव तिरंगा" જે 

અભભયાન અતાંગતૅ નત્રરાંગો આજે મારા ઘરે પહોંચ્યો જે દેશભક્તત સાથે 
જોડાયેલો છે અભભયાન ખબૂ સરસ ભબરદાવા જેવ ાં છ ેખાસ કરીને 

0 1 

This sentence does not contain 

any unfair context, but the model 

is unable to understand due to 

code-mixed language (Hindi and 

Gujarati) being used. 
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સાાંસદ શ્રી @CRPaatil ખબૂ ખબૂ અભભનાંદન 

https://t.co/5txwfG14Vv 

Translation: Har Ghar Tiranga, Har Gaon Tiranga" campaign by 

MP @CRPaatil is great. The tricolour has reached my home 

today, symbolizing patriotism. The campaign is commendable, 

especially MP @CRPaatil. Congratulations! 

આ સરકાર ન ેકાઢવાનો ટાઇમ આવી ગયો છ ેજોગો 
Translation: It’s time to remove this government, Jogo. 

1 0 

This tweet forces the model to 

incorrectly predict Non-hostile 

because it does not understand 

which government is being 

discussed and 

For what reason? 

@Divya_Bhaskar @INCGujarat @HardikPatel_ કોંગે્રસ ની પોલ 

ખોલવાની જર ર જ ક્ાાં હતી? પોલ ખલૂ્લી જ હતી/છે. આમાાં હારદિક ન ાં 
તકસાધ પણ ાં ખલૂી ગય ાં!!! 

Translation: @Divya_Bhaskar @INCGujarat @HardikPatel_ 

Was there any need to expose the Congress? The truth was 

already out. In this, Hardik's opportunism has been revealed! 

1 0 

This tweet does not correctly 

classify due to an unseen word 

‘pol’ being used. The model 

cannot understand an unseen 

word. 

 

6.2. Result Analysis for Fine-Grained Classification 

In fine-grained classification, each post is sorted into 

specific types, such as hate posts, fake posts, offensive posts, 

or defamation posts. Table 11 shows examples where the 

model made correct and incorrect predictions. This task is 

more difficult because some posts can fit into more than one 

category, or do not give enough context to understand clearly. 

The model also faces trouble when posts refer to background 

events, include images, or use new slang or symbols.  

Another challenge is the way abusive language keeps 

changing over a period of time, along with the use of mixed 

languages or informal writing styles, which makes 

classification more difficult. 

Table 11. Examples of correct and incorrect predictions by a fine-grained classification model 

Post Actual Predicted 

જમ્મ  કાશ્મીરઃ અનાંતનાગ એન્કાઉન્ટરમાાં 2 આતાંકવાદી ઠાર મરાયા, સર્ચ ઓપરેશન હજ  પણ શર  
#Jammukashmir #CGNews 

Translation: Jammu Kashmir: In an encounter in Anantnag, 2 terrorists were killed. The search 

operation is still ongoing. 

Offensive Fake 

રનશયા પર હજ  કેટલાક પ્રનતબાંધ લગાવશે અમેરરકા 
Translation: USA will still impose some sanctions on Russia. 

Fake Offensive 

આતાંકવાદી #YasinMalik 

Translation: Terrorist #YasinMalik 
Offensive Offensive 

ઉત્તર કોરરયાના પરમાણ  બોમ્બના પરીક્ષણની તૈયારીની ખબરથી અમેરરકા તણાવમાાં 
#NortHKorea #USNavy #NuclearTest https://t.co/1UKsHPtEqk 

Translation: The USA is under tension due to news of North Korea preparing for nuclear bomb 

tests. 

Fake Fake 

મોરબીમાાં જૂની અદાવતનો ખાર રાખી 3 શખ્સોએ ય વકને લમધારી જાનથી મારી નાખવાની ધમકી 
આપી https://t.co/nPv5DblY14 

Translation: In Morbi, due to an old grudge, 3 individuals threatened a youth with a long knife.  

Hate Hate 

ય નનફોમચ પહેયો: હેડ કોન્્ટેબલે દ કાનદારને થપ્પડ મારી, ધમકી આપી https://t.co/canmK5uZem 

Translation: A Head Constable in uniform slapped a shopkeeper and threatened him. 
Hate Hate 

પાટીદાર આંદોલન રહિંસક બન્ય ાં; મહેસાણામાાં કફ્ ચ, મોબાઈલ ઈન્ટરનેટ સેવા ્થભગત, આવતીકાલે 

'ગ જરાત બાંધ'ન ાં એલાન 

The Patidar Movement turned violent; curfew was imposed in Mehsana, mobile internet services 

were suspended, and 'Gujarat Bandh' was announced for tomorrow. 

Hate Hate 

https://t.co/5txwfG14Vv
https://t.co/5txwfG14Vv
https://t.co/1UKsHPtEqk
https://t.co/nPv5DblY14
https://t.co/canmK5uZem
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The fine-grained classification task involves categorizing 

hostile posts into specific categories like hate, fake, offensive, 

and defamation posts. While our model performed fairly well 

in identifying some of these categories-such as posts related to 

violence, threats, or spreading false information-it also faced 

several challenges in identifying the correct category. At 

times, it struggled to separate closely related types of content, 

especially when the context was unclear, the meaning implied, 

or the post used mixed languages.  

Misclassifications often happened when the model lacked 

background understanding, or when posts included slang, 

changing language patterns, or references to images or videos. 

Still, the results show that transformer-based models hold 

promise for this task in Gujarati. We need better-quality data, 

stronger context handling, and more support for the 

language’s unique features and variations to improve further. 

7. Discussion 
In binary classification, it is evident from the 

experimental results that the fine-tuned Multilingual BERT 

(mBERT) model outperforms DistilBERT, GujaratiBERT, 

XLNet and DeBERTa , which are transformer-based models. 

The mBERT model for hostile post detection in the Gujarati 

language achieves 0.89 accuracy with a very good F1 score. 

The performance is optimized by Hyperparameter tuning with 

a learning rate of 1e-5 and 20 to 25 epochs. It is Interesting to 

note that different batch sizes have a  minimal impact on 

results, indicating that the model is robust across different 

training configurations. In both coarse-grained and fine-

grained tasks of hostile post detection, the data augmentation 

techniques helped to improve the model's performance, 

especially for a low-resource language like Gujarati. For 

coarse-grained classification, the accuracy increases from 

0.88 to 0.93; for fine-grained classification, the accuracy 

increases from 0.57 to 0.70 after adding more varied training 

data. It is observed from the error analysis that the 

misclassifications are due to the use of proverbs and idiomatic 

expressions, the use of code-mixed language and emerging 

slang. The model finds difficulty in interpreting code-mixed 

language, particularly between Gujarati and Hindi and social 

media posts that contain criticism without hostile markers. 

These observations highlight the scope of improvement for 

current approaches. The challenges observed in fine-grained 

classification are intense due to the complexity of categorizing 

posts into specific subtypes like hate posts, fake posts, 

offensive posts or defamation posts. The classification 

accuracy is also hampered due to Insufficient contextual 

information, the inclusion of images and rapidly evolving 

abusive language. These issues suggest future research 

directions such as incorporating text with images, continuous 

updating of slang lexicons and code-mixed language in the 

language models. Overall, the results signify that the 

pretrained transformer models with hyperparameter tuning 

and with da ta augmentation offer a strong foundation for 

hostile post detection in the Gujarati language. However, 

addressing linguistic and cultural aspects remains essential for 

further improvement. 

8. Conclusion 
Hostile posts on social media platforms are growing very 

rapidly, which is a great matter of concern. It leads to mental 

stress, spreads hate, and disrupts healthy online interactions. 

There are automated hostile post detection solutions for 

widely spoken languages such as English. However, there is 

limited work in Indian regional languages such as Gujarati. 

This creates challenges in identifying harmful content and 

protecting users on social media. One of the major challenges 

is to have sufficient data for the low-resource languages. To 

address this issue, we have created the Gujarati Hostile Posts 

Detection (GuHPD) dataset, which consists of 14,800 social 

media comments annotated for various hostility categories. 

Data augmentation techniques were applied to train the model 

with sufficient data and diversity. Several transformer-based 

models were tested, and hyperparameters were tuned to 

enhance performance. The fine-tuned Multilingual BERT 

model showed promising results. After applying 

augmentation, the F1 scores improved to 0.93 from 0.89 and 

0.70 from 0.57 for binary and fine-grained classifications, 

respectively. However, the model still faced difficulties in 

detecting code-mixed language, text with images and 

culturally implicit expressions. Our work provides a strong 

baseline for further research in this area, and future work can 

focus on expanding the dataset, refining class definitions and 

incorporating context-aware and domain-specific language 

models. 

Data Availability 
The Gujarati Hostile Posts Detection (GuHPD) dataset 

will be publicly available after the Ph.D. thesis defence. 
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