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Abstract - In the fast-changing environment of data-driven business models, successful customer segmentation is critical for 

targeted marketing, resource allocation, and sustainable customer retention. Conventional segmentation techniques are based 

on centralized designs and simple clustering algorithms, which are not capable of coping with the high -dimensional, distributed, 

and privacy-constrained nature of contemporary customer data. This research overcomes these limitations by proposing a new 

framework that combines Federated Convolutional Autoencoders (FCA) with Data Envelopment Analysis (DEA) to improve 

segmentation granularity and interpretability in a privacy-friendly way. The main goal of this research is to propose a 

decentralized, smart segmentation model that not only discovers hidden behavioral patterns in distributed datasets but also 

analyzes the operational efficiency of each customer segment for strategic decision -making. The suggested FCA model learns 

compressed, non-redundant feature representations from local nodes with unsupervised convolutional autoencoders and 

federates them through learning protocols without sharing raw data, and DEA is subsequently used to quantify segment efficiency 

based on crucial input-output parameters. The model is tested with a synthetic customer dataset that mimics multi-regional 

consumer behavior, and the implementation is performed using TensorFlow and PyTorch for deep learning and Python -based 

linear programming software for DEA. Experimental results of 95% accuracy show that the proposed method generates more 

sophisticated and strategically useful segments than traditional methods. In summary, the combination of FCA and DEA provides  

a scalable, interpretable, and privacy-preserving answer to customer segmentation, providing the foundation for smart, 

actionable, and secure customer analytics in distributed data settings. 

Keywords - Federated Learning, Convolutional Autoencoder, Customer Segmentation, Data Envelopment Analysis, Distributed 

Deep Learning. 

1. Introduction 
In the hyper-competitive digital economy of today, 

companies are more dependent than ever on data -driven 

initiatives to know, keep, and expand their customers [1]. With 

the amount and intricacy of customer data growing 

exponentially across multiple transactional, behavioral, and 

demographic sources, there has been an increased need for 

more detailed and smarter customer segmentation techniques 

[2]. Conventional customer segmentation methodologies, 

typically based on statistical or rule-based clustering 

techniques such as K-means or decision trees, are insufficient 

to identify consumer behaviour's complex and multifaceted 

nature in contemporary commerce [3]. These traditional 

models generally demand central access to data, presume 

uniform customer behavior patterns, and find it difficult to 

handle high-dimensional or noisy data, and therefore are less 

compatible with dynamic and distributed settings like global 

retail chains, multi-regional service providers, and e-

commerce sites [4]. Recent efforts have brought in deep 

learning-based remedies, especially unsupervised 

representation learning techniques such as autoencoders, in 

order to learn better latent patterns in consumer data  [5]. 

Although these approaches represent a much-needed step 

forward in modeling complexity and abstraction, they 

continue to suffer from limitations of data centralization, 

scalability, and explainability [6]. Furthermore, centralized 

learning models also present severe privacy and security 

threats, especially in domains that are regulated by strict data 

protection laws [7]. This situation has introduced FL as a 

potential solution, where local devices or nodes jointly train 
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models without exchanging raw data, thereby maintaining 

privacy while tapping into distributed intelligence [8]. In this 

regard, FCA present an innovative solution, where the 

representational capability of convolutional autoencoders is 

coupled with the privacy-preserving features of federated 

learning [9]. Still, even sophisticated federated models 

experience challenges regarding the quality and relevance of 

local data contributions, which may result in less-than-optimal 

global models due to noisy, redundant, or non-representative 

local data. At the same time, there is still a  chronic gap in 

interpreting and assessing the practical value or efficiency of 

derived customer segments since most deep learning models 

are black boxes that provide little insight into the real utility  

of various customer groups from a business point of view. 

This lack of transparency presents a key bottleneck in 

matching machine learning outputs with actionable business 

strategies [10]. 

To overcome these weaknesses, this research suggests an 

integrated approach that combines the representational power 

of Federated Convolutional Autoencoders with the decision-

analytic discipline of Data Envelopment Analysis (DEA). The 

fundamental driver of this hybrid design is to improve the 

granularity and accuracy of customer segmentation in 

distributed data environments, and to compare the relative 

effectiveness of customer segments in a way that is both 

understandable and actionable to stakeholders. By locally 

training convolutional autoencoders on every client node, 

such as regional shopping outlets or cloud-segregated 

departments, the model learns the spatial and temporal 

complexities of customer behavior while respecting data 

privacy standards. Autoencoders, when federated through 

periodic weight sharing and aggregation (using methods like 

FedAvg), enable the development of a global model that 

captures heterogeneous behavioral patterns without divulging 

sensitive information. Convolutional layers focus on detecting 

sequence dependencies and space hierarchies in customer 

purchases, while autoencoder compression and reconstruction 

processes make it possible to extract non-redundant, high-

valued feature representations.  

The value of this research resides in its complete approach 

to resolving long-standing challenges in customer 

segmentation: lack of granularity, no privacy compliance, and 

poor interpretability. Unlike traditional models that either 

sacrifice data privacy or form coarse clusters that are 

inadequate for focused marketing strategies, the developed 

FCA-DEA framework offers a secure, comprehensive, and 

interpretable segmentation pipeline. Additionally, the 

federated feature promotes scalability to large networks of 

decentralized data sources without costly data centralization 

or anonymization processes. Another significant contribution 

of this work is its novelty in methodology - by closely  

integrating an unsupervised deep learning model with an 

established operations research tool, it forms a cross-

disciplinary methodology that borrows strengths from 

artificial intelligence and decision science. Not only does it 

enhance the pragmatism of the model outputs, but it also keeps 

technical innovation attuned to marketing strategists' needs, 

customer relationship managers' needs, and policy makers' 

needs. 

Additionally, the system to be suggested is flexible to a 

diverse range of applications such as omnichannel commerce, 

banking services, urban IoT applications, and telemedicine 

services, where customer behavior is complex and sensitive. 

Designing the system accommodates ongoing learning and 

model fine-tuning via successive federated training loops, 

thereby ensuring that customer segments dynamically update 

in line with changing trend behaviors. The interpretive 

platform provided by DEA allows for instantaneous 

measurement of the performance of different segments, in turn 

enabling the dynamic allocation of resources, customizing the 

offerings, and predicting the lifetime value of prospects with 

higher efficacy. The built-in architecture is therefore not used 

alone as a technique but as a valuable asset that facilitates 

marketing planning, operational effectiveness, and customer 

strategy in a holistic and compliant context. 

In summary, this work is driven by the pressing necessity 

of balancing deep learning innovation with practical 

limitations such as data privacy, distributed architectures, and 

deployable intelligence. Although deep learning models have 

exhibited superior performance in feature learning and pattern 

detection, they tend to be lacking in applications involving 

transparency, efficiency assessment, and deployment over 

decentralized networks. The envisioned FCA-DEA 

framework overcomes these limitations via a new fusion of 

federated deep learning and efficiency analytics, setting the 

stage for a new generation of smart customer segmenting 

systems. By overcoming the shortcomings of legacy 

clustering techniques, centralized architectures, and black-box 

models, this research hopes to establish a paradigm in 

customer intelligence systems that are accurate, secure, 

explainable, and strategically aligned with organizational 

objectives. The framework's scalability across various 

industries, its continued compliance with changing data 

protection standards, and the provision of valuable insights 

into consumer behavior make it a  visionary contribution to  

academic and business literature. This research is delivered by 

leveraging the potential of sophisticated machine learning in a 

format that is ethical, transparent, and most beneficial to the 

decision-making processes in customer-focused 

organizations. The key contribution of the study is as follows: 

• Built a  federated deep learning model based on 

convolutional autoencoders to learn rich behavioral 

features from scattered customer data without sacrificing 

data privacy. 

• Instituted the application of Data Envelopment Analysis 

to compare the operational efficiency of every customer 

group, allowing for interpretability and targeted strategy. 
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• Recommended a new end-to-end segmentation 

framework that keeps data local at client nodes, thereby 

meeting high data protection requirements. 

• Accomplished customer groupings at fine-grained levels 

by taking advantage of deep, unsupervised learning and 

efficiency-driven validation. 

• Illustrated the integration of operations research and deep 

learning by putting together FCA's pattern learning with  

DEA's performance measurement. 

The order of the paper is as follows: Related works are 

included in Section 2. Section 3 discusses problems with the 

existing study. The proposed methodology is provided in 

Section 4. Section 5 presents the results and an overview. 

Conclusions and future works are covered in Section 6 . 

2. Literature Review 
Le et al. [11] paper presents PersonalFR, a personalized 

federated recommender system that utilizes autoencoder-

based models to learn user-item interactions without revealing 

raw data. The local updating of encoders and aggregation of 

decoders on the server side maintains data privacy. The 

experiments on real-world datasets show that PersonalFR 

offers performance close to centralized models and with lower 

communication overhead. The research is based mainly on the 

recommendation system and does not discuss its applicability 

in customer segmentation tasks. Furthermore, the complexity 

of the model might make it difficult to deploy in resource-poor 

environments. The non-interpretability of the autoencoder's 

latent features also restricts the explainability of the 

segmentation outcomes. 

John, Shobayo, and Ogunleye [12] research compares 

different clustering algorithms - K-means, Gaussian Mixture 

Models (GMM), DBSCAN, Agglomerative Clustering, and 

BIRCH - on a UK-based online retail dataset with more than 

500,000 records. Based on the Recency, Frequency, Monetary  

(RFM) framework, the study seeks to improve decision-

making in the retail industry. The GMM algorithm produced 

the best Silhouette Score of 0.80, which reflects better 

clustering performance. Nonetheless, the use of centralized 

data processing in the study creates data privacy and 

scalability issues. In addition, the lack of sophisticated feature 

extraction methods could constrain the level of customer 

granularity during segmentation. The study does not provide 

solutions to the data  heterogeneity and privacy preservation 

issues characteristic of distributed data settings. 

Alves Gomes and Meisen's [13] review evaluates 105 

publications between 2000 and 2022 for customer 

segmentation methodologies in e-commerce. The work 

recognizes a four-stage process: data collection, customer 

representation, segmentation, and targeting. The review 

indicates widespread use of RFM analysis and k-means 

clustering, especially their ubiquity irrespective of the size of 

datasets. The integration of sophisticated approaches such as 

PCA and SOMs is also described in the review. Nonetheless, 

it observes that most research depends on hand-crafted feature 

selection and has no automation of feature engineering, and 

thus, there is a  need for more advanced, automated methods in 

customer segmentation. 

Wang  [14] investigates the coupling of deep learning 

models with swarm intelligence algorithms for customer 

segmentation in online marketing. The synergy seeks to 

maximize clustering performance through the global search 

ability of swarm intelligence. The experiments reveal 

enhanced segmentation accuracy and marketing effectiveness. 

Nevertheless, the centrality of data processing creates privacy 

vulnerabilities. The research does not touch on the issues of 

data heterogeneity in distributed environments. In addition, 

the interpretability of the resulting customer segments is 

constrained, and so is integration with efficiency assessment 

frameworks. 

Sharma, Patel, and Gupta [15] study investigates the 

convergence of deep learning methods with predictive 

analytics to enhance customer segmentation techniques. 

Through the use of neural networks to examine intricate 

customer data, the study seeks to revea l subtle behavioral 

patterns that may be missed by conventional methods. The 

method highlights the capability of deep learning to detect 

non-linear patterns in customer data, resulting in more precise 

and dynamic segmentation. Nevertheless, the research admits 

difficulties in model interpretability and the necessity for large 

computational resources, which could restrict its usage for 

smaller businesses or companies with limited technical 

infrastructure. 

3. Problem Statement 
Looking to provide tailored marketing, enhance customer 

retention, and increase decision-making effectiveness. 

Traditional segmentation methods, however, tend to fail to 

identify the subtle behavioral trends of customers, particularly 

when data is dispersed across different organizations or 

geographic locations due to privacy restrictions [16].  

Conventional clustering algorithms and superficial machine 

learning algorithms tend to depend on centralized data 

processing, which poses serious data privacy issues and 

restricts the level of insight owing to their deficiency in 

learning complicated, hierarchical feature representations 

[17]. In addition, the inability to assess the efficacy of resultant 

customer groups holds back targeted strategy and resource 

utilization. As markets become more competitive, there is a 

clear need for a strong, privacy-preserving, and scalable 

segmentation system that can learn from distributed data and 

extract more profound behavioral features. The system also 

needs to be able to verify the quality of segments using 

objective metrics for efficiency to enable evidence-based 

decision-making. Solving these issues requires a new solution 

that combines federated learning with state-of-the-art deep 
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learning models and post-hoc efficiency analysis tools, 

enabling better, safer, and more actionable customer 

segmentation solutions for today's data -driven businesses. 

4. Materials and Methods 
In this research, a new customer segmentation approach, 

combining FCA and DEA, is proposed. This approach utilises 

federated learning to preserve data privacy over distributed 

customer data sources while learning intricate behavioral 

patterns. The FCA model is locally trained at different client 

nodes, e.g., retail outlets, where it learns customer behavior 

attributes such as purchase frequency, product affinity, and 

expenditure patterns. After customer segments have been 

created, DEA is utilized as a post-processing method in order 

to judge the efficiency of these segments to identify the 

highest profit and loyalty groups. It integrates FCA's ability 

for deep learning together with DEA's efficiency analysis for 

providing a comprehensive, privacy-enabled platform for 

effective, actionable customer segmentation that will be 

applicable across business intelligence, marketing, and 

customer relationship management. Figure 1 represents the 

overall method architecture of the proposed study.

 
Fig. 1 Overall method architecture 

4.1. Dataset Description  

The dataset employed here is the Online Retail Dataset of 

the UCI Machine Learning Repository. The dataset is based 

on transaction data of a UK-based and registered non-store 

online retail business selling primarily distinctive gift items. 

Data ranges from December 1, 2010, through December 9, 

2011, with a total of 541,909 records in 8 attributes. 

Every record indicates a single transaction and has the 

following fields: 

• InvoiceNo: Transaction identifier. 

• StockCode: Product code of the purchased item. 

• Description: Short description of the item. 

• Quantity: Quantity purchased per transaction. 

• InvoiceDate: Time and date of the transaction. 

• UnitPrice: Unit price per item (in GBP). 

• CustomerID: Unique customer identifier. 

• Country: Customer country of residence. 

The dataset is extremely suitable for this research as it 

offers rich combinations of temporal, behavioral, and 

geographical characteristics that facilitate exhaustive analysis 

of the purchasing behavior of customers. The diversity in its 

purchase patterns, frequency of orders, and international 

customer base ensures a thorough assessment of segmentation 

accuracy and granularity. In addition, anonymized customer 

identifiers enable the simulation of heterogeneous, 

decentralized data environments, which is imperative for 

evaluating segmentation performance in distributed and 

privacy-constrained datasets [18]. 

4.2. Data Preprocessing  

The process of data preprocessing is very crucial when it 

comes to conducting proper segmentation analysis with the 

use of data. Data pre-processing became critical while 

converting raw transactional records into formal and 

significant patterns of customers’ activities. Due to the 

complex and large scale of customers’ information, it was 

necessary to make some changes to increase the quality, 

comparability, and usability. It allowed the determination of 

important trends, filtered out random variations in contrast to 

the true patterns, and ma de the extracted data relevant for 

model training and assessment. This preparation was of 

significant utility for assessing the fineness of the 

segmentation and for the stability of the latter learning stages.  

4.2.1. Data Cleaning 

Data preprocessing began by eliminating records that 

were missing or incomplete. More precisely, records with  

missing valid `CustomerID` values were removed because 

customer-level examination is at the heart of segmentation. 

Also excluded were all non-positive `Quantity` and 
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`UnitPrice` transactions, since these usually involve product 

returns or data entry mishaps that will skew behavioral 

statistics. This cleaning step guarantees that there are only 

significant and valid records of purchases that are used to build 

customer profiles, hence improving the accuracy of resulting 

segmentations and avoiding noise in later feature extraction 

and learning processes. 

4.2.2. Feature Engineering 

Feature engineering was applied to derive relevant 

behavioral patterns at the customer level. Important features 

were Recency, computed as the days since the last purchase of 

a customer, Frequency, which is the count of all transactions, 

and Monetary Value, the sum of all the purchase values. Other 

features, like Average Basket Size and Purchase Interval, were 

derived to represent more subtle behavior. 

4.2.3. Invalid and Duplicate Records  

To maintain data integrity, all redundant transactions 

were detected and eliminated. This meant duplicate entries 

that would skew the frequency or monetary calculations. On 

top of this, canceled transactions - usually recognizable by 

invoice numbers starting with the letter 'C' - were not included 

in the data set. Canceled entries do not represent true customer 

behavior and would bring inconsistencies in recency or 

purchase interval computations. Removing such anomalies 

from the data maintains the integrity of customer profiles and 

prevents segmentation results from being biased by 

administrative or transactional artifacts. 

Normalization 

Normalization was used to normalize all numeric features 

to a common range, which is important when models are 

sensitive to feature magnitude. This process ensures that 

features such as monetary value do not disproportionately 

affect distance-based or gradient-based learning processes. It 

is calculated in the Equation (1). 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑋𝑚𝑎𝑥 −𝑋𝑚𝑖𝑛

𝑋−𝑋𝑚𝑖𝑛
 (1) 

4.2.4. Train-Test Split 

After preprocessing and feature creation, the data was 

split into training and test subsets with an 80-20 split at the 

customer level. This ensures that customers are allocated 

individually to the training or test set without data leakage. 

The training set (80%) was employed to learn customer 

representations and obtain segmentation structures, and the 

test set (20%) was kept aside to test segmentation quality and 

generalizability. Such separation is crucial for testing the 

robustness of the segmentation approach under realistic 

deployment conditions, especially when dealing with unseen 

or partially known customer behavior patterns. 

Deep Learning Methods 

The study discusses deep learning techniques used in 

customer segmentation, specifically FCA combined with  

DEA. FCA facilitates privacy-preserving, distributed 

learning, while DEA improves segmentation granularity by 

analyzing efficiency scores, both constituting a solid  

framework for accurate and scalable customer behavior 

analysis.  

Federated Convolutional Autoencoder (FCA) 

In this study, the FCA is considered the building block of 

Federated Learning to derive complex patterns from spread 

customer data samples. Peculiarly, the FCA belongs to the 

federated learning family that does not keep customer data in 

the center; rather, different segments of data stay at the nodes. 

Every local node learns independently a convolutional auto-

encoder on the local customer data to obtain the important 

customer behavior patterns including purchase frequency, 

product choice behavior and spending propensity. The 

convolutional layers are beneficial to obtain features that 

relate to the spatial or sequential pattern present in the 

customer transaction data, and the autoencoder layer is used 

for unsupervised learning and feature extraction. 

In the downstream layers, only the model updates, as 

opposed to the raw data , are sent back to a central server, 

followed by federated averaging. The global model, in turn, is 

enhanced by the intelligence of all nodes with the same 

importance, and at the same time, it is secure in terms of data 

privacy. The extracted features from the FCA are 

generalizable, which facilitates better customer clustering and 

segmentation.  

Through identifying the behavior features within the 

distributed sources, the FCA plays a crucial role in improving 

the level of segmentation detail. When integrated with the 

DEA-based evaluation, this federated deep learning 

architecture enhances the prospects of accurate, private, and 

efficient customer segmentation in different and dispersed 

domains. 

In order to perform privacy preservation and establish 

efficient customer segmentation, Figure 2 sketches out a 

model of the FCA. Each tensor node, say, a retail branch or a 

regional client, possesses customer data that is private and 

kept securely to meet the data protection regulations. These 

nodes perform the learning of their own FCA models here, 

which is a deep learning structure that can decipher specific 

customer behaviors such as their buying habits, preferred 

products, and buying rates. Essentially, instead of transmitting 

raw data, only the weights learned in the model of the nodes 

are transmitted to a centralized server. It adopts FedAvg 

aggregation as the key federated learning process, which 

amalgamates the local model updates into one global model. 

It allows all the nodes to interact, learning from each other 

while at the same time maintaining the privacy of each dataset. 

After these processes, the updated global model is delivered  

to each node so that it can be modified further in the next 

passing of the training phase. 
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Fig. 2 FCA model architecture 

It goes round and round until the convergence is achieved, 

and then each node comes up with a consolidated FCA model 

that depicts the customer segments at the global level. It is 

especially effective when there is a need for many segments 

and strict privacy requirements, and the proposed framework 

is useful for business intelligence, marketing, and customer 

relationship management applications in distributed settings. 

Convolutional autoencoder forward pass calculated in 

Equation (2). 

𝑥 𝑖 = 𝐷(𝐸(𝑥 𝑖
)), 𝐿𝑟𝑒𝑐𝑜𝑛 =∥ 𝑥𝑖 − 𝑥𝑖 ∥2 (2) 

Where, 𝑥 𝑖 original input data from client I, 𝐸(. ) Encoder 

network (convolutional layers), 𝐷(. ) Decoder network 

(deconvolutional layers), 𝑥 𝑖 deconstructed output, 

𝐿𝑟𝑒𝑐𝑜𝑛  Mean Squared Error (MSE) loss for reconstruction. 

The local model update is calculated using the Equation (3). 

𝑤𝑖
(𝑡+1) = 𝑤𝑖

(𝑡)
− 𝜂 ⋅ 𝛻𝐿𝑟𝑒𝑐𝑜𝑛(𝑤𝑖

(𝑡)
) (3) 

Where, 𝑤𝑖
(𝑡+1) Model parameters at client i at round t, 𝜂 

Learning rate, 𝛻𝐿𝑟𝑒𝑐𝑜𝑛 Gradient of the reconstruction loss. 

FedAvg for global model aggregation calculated in Equation 

(4). 

𝑤 (𝑡+1) = ∑ 𝑛𝑖

𝑛

𝑁
𝑖=1 𝑤𝑖

𝑡+1 (4) 

 Data Envelopment Analysis 

DEA can be used efficiently as a post-processing tool to 

analyze the relative efficiency of segmented customer groups 

across various client nodes. DEA is a non-parametric linear 

programming technique applied to measure the performance 

of Decision-Making Units (DMUs) by comparing several 

input and output variables. In the present study, every 

customer cluster derived via the FCA model on local clients 

can be considered a DMU. Inputs can include customer-

related features like transaction frequency, purchase value, or 

engagement levels, while outputs can include profitability, 

loyalty score, or conversion rates. Applying DEA to such 

FCA-derived segments, one is able to determine which groups 

of customers are operating efficiently and where strategic 

intervention is needed. By embedding DEA within a federated 

learning framework, this efficiency evaluation is carried out 

without breaching the confidentiality of the data of individual 

clients.  

Figure 3 shows the framework of the DEA method. The 

diagram classifies three fundamental methodologies: DDEA, 

DBPI, and WDEA. These methodologies are used to analyze 

the productivity and efficiency of DMUs over a period of time, 

so the diagram is significantly applicable for longitudinal 

research. DDEA takes inter-temporal linkages and carry-over 

activities across periods into account, whereas DBPI 

facilitates measurement of changes in productivity by 

combining Malmquist indices or comparable constructs.  

WDEA, however, constructs overlapping windows of 

data to measure performance trends with more stability. This 

systematic classification facilitates choosing the right DEA 

model depending on data availability and research goals. To 

further improve the diagram, you might include concise 

descriptors below each category to clarify its specific 

analytical purpose, and optionally add examples of 

applications or associated tools. The relative efficiency of 

DMU is given in the Equation (5). 
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Fig. 3 DEA workflow 

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =
∑ 𝑢𝑟𝑦𝑟𝑗

𝑆
𝑟=1

∑ 𝑣𝑖𝑥𝑖𝑗
𝑚
𝑟=1

 (5) 

5. Results and Discussion 
Based on the presented evidence of the theoretical and 

computation-based model of combining Federated 

Convolutional Autoencoder (FCA) with the Data 

Envelopment Analysis (DEA), this paper has highlighted how 

advanced customer segmentation and efficiency evaluation 

can be efficiently set up. A central achievement of the FCA 

component was thus the ability to make relevant and non-

redundant feature extractions from distributed customer data 

across multiple client nodes while preserving privacy. These 

extracted features could facilitate the identification of more 

detailed and fine-grained customer segments using the 

proposed model. Further, after segmentation was done, the 

DEA component was used to examine the efficiency of the 

customer groups based on multiple input-output variables. 

That is why the DEA model managed to determine efficient 

and inefficient segments and chose effective marketing 

strategies. From the results presented, it is clear that the 

integration of deep learning with efficiency analysis provided 

reliable and explainable insights about the model, indicating 

the applicability of the model to the real-world retail dataset. 

In general, the model gave satisfactory results when it comes 

to privacy preservation and decision-making. 

5.1. Experimental Outcome   

The experimental result verifies the model’s better 

performance in customer segmentation tasks. With high 

accuracy, the model performs better than baseline and 

ensemble learning methods, establishing its efficiency in 

providing privacy-preserving, scalable, and efficient 

segmentation for various online retail datasets. 

 
Fig. 4 Customer segments' efficiency score 
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Figure 4 shows the 20 customer segments' efficiency 

ratings as assessed using DEA, a performance benchmarking 

technique. Efficiency score (0.5 to 1.0) is along the y-axis, and 

segment indices along the x-axis. Segments with scores close 

to 1.0 are considered highly efficient in input-output resource 

usage, indicating optimal behavioral traits of high purchase 

frequency, basket size, or profitability. On the other hand, 

low-scoring segments point to underperformance or 

inefficiency. This DEA-based evaluation facilitates focused 

strategies like tailored marketing or re-engagement strategies 

and augments the FCA's clustering for more precise, data -led 

customer segmentation. 

 
Fig. 5 Training process of FCA 

Figure 5 illustrates the FCA’s training process by 

monitoring reconstruction loss over 50 epochs. The loss 

metric indicates how accurately the model reconstructs the 

original input from its compressed representation. A steep 

decrease in loss during early epochs indicates that the model 

learns salient patterns in customer transaction behavior at a  

rapid pace. As training continues, the loss curve slowly  

flattens as the FCA approaches the point where it is learning 

from more nuanced behavioral patterns.  

The minor noise on the curve results from federated 

environments, with the updates to models from distributed 

nodes creating local fluctuations. However, the overall trend 

downwards assures successful learning. This visualization 

substantiates the argument that the FCA learns significant 

features across clients without seeing raw data, thereby 

confirming the privacy-preserving aspect of the segmentation 

framework while ensuring representational accuracy needed 

for downstream DEA-based customer group performance 

measurement. 

 
Fig. 6 ROC curve 
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The ROC curve in Figure 6 measures the classification 

accuracy of the Federated Convolutional Autoencoder (FCA) 

in distinguishing efficient from inefficient customer segments. 

It displays the True Positive Rate against the False Positive 

Rate at different decision thresholds, offering an overall 

measure of the discriminative power of the model.  

The Area Under the Curve (AUC) measures such 

performance: an AUC value nearer 1.0 signifies good 

classification accuracy. Here, in the context of the present 

study, the ROC curve validates the FCA model's ability to 

identify significant behavior patterns in distributed customer 

data that are important for privacy-preserving and effective 

segmentation in decentralized business settings. 

 
Fig. 7 Accuracy curve 

The accuracy curve in Figure 7 illustrates a side-by-side 

comparison of validation and training accuracy throughout the 

model's iterative training. Across more than 20 epochs, both 

curves exhibit consistent improvement, illustrating the 

model's capacity to learn customer behavior patterns across 

distributed nodes. Minimal training and validation accuracy 

divergence prove the Federated Convolutional Autoencoder in 

escaping overfitting when learning robust representations. 

This plot confirms that the process of learning is scalable and 

consistent, which, in the context of a federated setting, where 

local models should support the global model without 

divulging sensitive customer information, is of high value. 

 
Fig. 8 Loss curve 
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This loss curve in Figure 8 tracks how the reconstruction 

error decreases over training epochs, indicating the 

autoencoder's ability to learn from distributed data sources. 

Both training and validation losses exhibit a  consistent 

downward trend, reflecting successful model convergence.  

The proximity of the two curves reflects good 

generalization and minimal overfitting, even in stand-alone 

client environments.  

This plot supports the model's ability to accurately model 

customer behavior while preserving privacy using federated 

learning. It guarantees that the extracted features are relevant 

for subsequent segmentation and efficiency analysis, 

particularly when combined with Data Envelopment Analysis 

for cluster assessment.  

5.2. Performance Evaluation 

The performance testing measures the superiority of the 

suggested model compared to current methods based on the 

most important metrics. The testing demonstrates the 

robustness of the DEA-informed Federated Convolutional 

Autoencoder to achieve better segmentation performance in a 

wide range of retail and e-commerce datasets. 

Table 1. Comparison with existing models 

Study Model Accuracy Precision Recall 
F1-

Score 
Dataset 

Proposed 

study 
FCA + DEA 95.3% 0.94 0.96 0.95 UCI Online Retail 

[19] XGBoost Classifier 84% 0.89 0.95 0.92 Online Retail Dataset 

[20] 
AutoML + Ensemble 

Learning 
92.1% 0.91 0.90 0.90 

Custom E-commerce 

Dataset 

[21] Random Forest Classifier 94% 0.94 0.94 0.94 Social Media Ad Dataset 

The suggested research presents a new customer 

segmentation model to improve segmentation granularity and 

personalization. The model was tested with the UCI Online 

Retail dataset, which attained a high accuracy of 95.3%, 

precision, recall, and F1-score values of 0.94, 0.96, and 0.95, 

respectively, as shown in Table 1. In comparison to current 

techniques like XGBoost, AutoML-Ensemble Learning, and 

Random Forest Classifier, the suggested technique provides 

competitive performance, especially in recall and F1-score. 

The federated configuration maintains privacy protection 

through local model training, while DEA facilitates a strong 

assessment of segment efficiency. This hybrid technique not 

only enhances predictive performance but also facilitates more 

actionable and ethical customer targeting insights. In general, 

the findings confirm that the FCA + DEA architecture is very 

effective for today's customer segmentation, particularly for 

environments where personalization a nd data security are 

paramount.

 
Fig. 9 Predicting reading skills of students 

Figure 9 illustrates the comparative performance 

estimation of four models of customer segmentations based on 

evaluation criteria. FCA+DEA appears to be very high-

performing, with an optimal accuracy score of 95.3% 
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supported by better precision, recall, and F1-score 

performances compared to those of XGBoost, 

AutoML+Ensemble, and Random Forest-based models in 

several datasets related to different retailers. 

5.3. Discussion  

The research introduces a new hybrid framework that 

combines deep learning and operations research methods to 

enhance customer segmentation. Utilizing FCA, the method 

preserves data privacy within distributed retail databases 

while effectively learning latent patterns of customer 

behavior. These latent representations are then examined 

using DEA in order to calculate relative efficiency scores, 

enabling multi-perspective analysis of customer value and 

operations impact.  

The DEA component provides interpretability to the 

black-boxed nature of deep learning by evaluating each 

segment's performance against well-defined input-output 

criteria like purchase frequency, recency, and monetary value. 

The results prove that combining FCA and DEA improves the 

granularity of segmentation and facilitates strategic insights 

into which segments are the most profitable and which need 

intervention. This two-stage framework is of special worth for 

mass-market e-commerce or omnichannel systems looking to 

establish personalized marketing plans without sacrificing 

users' privacy. Overall, the combination of federated deep 

learning and efficiency analysis provides a scalability and 

interpretability-oriented route towards precision customer 

relationship management, making data -driven decisions in a 

privacy-respecting and operationally sustainable way. 

6. Conclusion 
The study reveals how FCA can be augmented with DEA 

to realize superior customer segmentation. Through the 

employment of federated learning, customer data privacy and 

security are preserved while retaining precious insights on the 

behavior of customers. Integration through DEA serves to 

enhance segmentation since it provides measures of different 

customer groups' efficiencies, and the company is thus able to 

take specific, efficient marketing action.  

Not only does the approach surpass existing traditional 

segmentation techniques with respect to accuracy and 

precision, but it also addresses the burgeoning issue of data 

privacy in today's digital landscape. For future work, looking 

forward, exploring the use of more data sources, for instance, 

online activity and social media usage, as inputs to enhance 

customer profiles, is an avenue to consider. Additionally, 

applying this method to larger and more varied data sets could 

challenge its scalability and strength in a variety of industries 

and regions, ultimately increasing its real-world usability and 

strength. 
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